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Mars Exploration Rover 2003 Mission 
Sol 18 Anomaly

Flash memory 
overload causing 
repeating system 

resets



Cooling ISS 2013 Loop A Anomaly

• External Cooling Loop A (one of two loops) automatically 
shut down when an under-temperature fault was 
detected

• If too cold, water in internal heat exchangers can freeze and 
breach the ammonia barrier, harming the crew

• Crew told to continue with nominal schedule while 
ground responded to alarms and triaged systems to 
determine which could be moved to Loop B or powered 
down

• A single cooling loop can not cool all ISS systems 

• Cooling must be maintained to the electrical power system 
switches and converters or power is lost

• MCC SPARTAN performed pump recovery procedure 
putting the Flow Control Valve (FCV) in full bypass mode, 
but Loop A temperature remained too cold

• MCC + MER performed manual tests to characterize FCV 
response and attempted workarounds (e.g., utilizing line 
heaters, other valves, etc.) to get loop to safe temp

• No methods to raise loop temperature were successful—
after 7 days, troubleshooting was stopped with decision to 
replace pump module via EVA

Summary of Anomaly Response and Resolution:

(Flow control 

valve is inside 

pump module)

Pump automatically shuts down 

because the loop is too cold

Threat of the heat exchanger freezing 

and causing an ammonia leak

Threat of equipment overheating 

because it is not being cooled

Competing threats:

Active Thermal Control System: Schematic



Causal relationships are not immediately understood

• 30+ alarms in first 30 min, including temperature levels, loss of 
comm with PCVP*, command sequence failures— challenge to 
isolate initiating event

• Expertise required for specific Active Thermal Control System 
(ATCS) operation as well as for system-level effects of lack of 
cooling

• Complexity of system – TCS elements, functions, locations, 
effects on cooling behavior, and failure modes; and of anomaly –
sudden change in FCV behavior with no apparent cause

• Challenge of safely perturbing the system to gain understanding 
of cause and effect—e.g., power cycling pump module, 
exercising FCV through range of settings, etc.

No perfect information during initial stages

• Procedure sets FCV to full bypass, but valve position actually 
offset by 30 deg and cannot reach full bypass position

• Actual FCV position not measured but calculated from flow rate 

• FOD (blockage) or other mechanical issue with valve cannot be 
observed

• Temperature sensors not located in critical locations (e.g., heat 
exchanger)

• Uncertain prediction of temperature variation of electrical 
switches/converters without cooling

Intervention options

• Creativity required to generate workaround options, e.g., use of 
line heaters, other valving, etc. to raise temps

• Systems thinking to perform risk assessments, e.g., risks 
associated with potential for common cause failure in Cooling 
Loop B, EVA R&R, etc.

• Rapid synthesis and decision-making -- FCV troubleshooting 
started within 90 minutes of first alarms

• Resource limited environment inc. redundancy, sparing, crew 
time – actual anomaly required 24/7, 14 days, 4 shifts/day to 
resolve

• Procedures may have unexpected outcomes— initial restart of 
pump drove temps lower rather than recovering them

Time pressure

• Short time-to-effect for equipment overheating and risk 
associated with reduced redundancy

• Complex pump recovery procedure must be started immediately

• Competing priorities: must restart pump, begin diagnosis, and 
triage equipment simultaneously

• Simultaneous efforts required (safing, investigating, downstream 
impact)

*PCVP = Pump and Control Valve Package (inc. firmware)

Anomaly characteristics: 
Mapping the 2013 Cooling Loop A Anomaly to More Earth-independent Ops



ISS:  High Priority IFIs*, Significant Incidents**
USOS Assembly Sequence 

Lab, Airlock 
2001

2002 201820102004 2006 2008 2012 2014 2016

Truss Segments 
2002-2007

Col, JEM
2008-2009

PMM
2011

Node 2 
2007

BEAM
2016

Node 3, Cupola
2010

Node 1 
1998

Z-Card Incidents 2015

IFI (by closed date)

IFI (open)

Fire/Overheat (Z-Card 2015)

*   High priority = LOC/LOM potential, Crit1 failure, etc.
** Significant Incidents = JSC SMA ID of major losses, 
close calls
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High Priority IFIs
Analysis of Items for Investigation (IFI’s) and Anomaly Reports



2002 201820102004 2006 2008 2012 2014 2016

ISS:  High Priority IFIs, Significant Incidents 
in Vehicle Systems Requiring Urgent Diagnosis* 

Incidents (Z-Card 2015)

IFI 

Fire/Overheat (Z-Card 2015)

*excludes EVA, VIPER, CHECS, Prop (ops), EVR

Computer
Battery leak
Atm contam

Freon leak
Atm contam
ECLSS
GNC

Atm contam
S&M

ECLSS
EPS
S&M

Fire
Acid Leak
EPS
S&M

Fire
Coolant Leak
EPS
S&M

ACS
S&M

Fire
Coolant Leak
ECLSS

EPS

ECLSS

Config Error
ATCS

EPS
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High Priority IFIs
Analysis of Items for Investigation (IFI’s) and Anomaly Reports
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Avg: 1.7/year
Vehicle incidents 
requiring urgent 
diagnosis

Years of operation
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Anomaly Rates for Human Spaceflight
Analysis of Items for Investigation (IFI’s) and Anomaly Reports



Caution & Warning System Data

“Class 2 alarms (warnings) indicate that the crew or ground needs to take 
immediate action to avoid injury or death of the crew or damage to the 
ISS.”
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Outcomes in US Launch Systems



60 (FRONT+BACK+MER) + 5 (ROBO) + 23 (EVA) + 4 (VVO) + 10 ~ 50 (TEAM 4) + 6 (JSL/OPS) = 108 ~ 148 (All-hands-on-deck)

MCC Staffing (Orbit 2, except Team 4)

Early 2000s 2019

10

Mission Control



Over 40% of failure modes 
were unanticipated by 
designers, cases where 
pilots have to rely on their 
knowledge, skill and other 
aspects of airmanship to 
mitigate the risk because 
there was no procedure to 
follow
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Aviation Accidents: 80-90% Human Error (Not)

Source: National Transportation Safety Board. (2013). Final report of the performance-based operations aviation rulemaking 
committee / commercial aviation safety team flight deck automation working group (Docket No. SA-537, Exhibit No. 14-E). 



Exposure Sources
•Carbon dioxide
•Celestial dust
•Toxic
•Sunlight 
•Radiation

Work
•Sleep loss
•Circadian 
desynchronization
• Work overload

Preparedness
•Food and nutrition
•Inflight medical 
conditions
•Medication

Injury sources
•Dynamic loads
•EVA
•Electrical shock

Isolation
•Cognitive, behavioral, psychiatric 
disorders
•Cooperation, coordination, 
psychosocial adaptation

Altered body function 
•Immune response
•Hypobaric hypoxia
•Decompression
•Renal stone
•Bone fracture
•Host-microorganism 
interactions
•Urinary retention
•Orthostatic intolerance
•Cardiac rhythm
•Back pain

Reduced capacities 
•Hearing loss
•Intracranial hypertension/vision alteration
•Vestibular/sensorimotor alteration 
•Muscle mass, strength, endurance
•Aerobic capacity

Anomaly 
Response

Causal 
Diagnostics

Complex 
Procedure 
ExecutionRisk Assessment / 

Time to Criticality

Next Worst 
Outcome 
Analysis

Knowledge 
Integration

Contingency 
Planning

Enabling Unique Human Capabilities 
for Earth-Independent Ops

Mitigating Impacts on Human Health & Performance

How Crew Is Impacted by Mission How Crew Is Impacting Mission
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Humans in Extreme Environments



Source: National Transportation Safety Board. (2013). Final report of the 
performance-based operations aviation rulemaking committee / commercial 
aviation safety team flight deck automation working group (Docket No. SA-537, 
Exhibit No. 14-E). 

Aircraft malfunctions 
were noted to be a 
threat in 20% of normal 
flights 
(based on Line Operations 
Safety Audit [LOSA] data)
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Humans Cause Safety



Mercury/
Gemini

Apollo SkyLab Mir Shuttle ISS Gateway Artemis III Lunar 
Basecamp

Mars

Longest 

flight time
~4 days 12 days 

(Apollo 17)

170 days 15 years 17 days 

(Columbia 

1996)

23 years ~15 years ~30 days ? ~40 days ? ~2-4 years

Longest 

surface time
N/A 3 days N/A N/A N/A N/A N/A ~6.5 days ~30 days Weeks to 

years 

depending 
on DRM

Longest 

crewed 

mission

~4 days 12 days 

(Apollo 17)

84 days 437 days 

(1995)

17 days 

(Columbia 

1996)

355 days

(2022)

~30 days N/A N/A N/A

Longest 

Period w/out 
Resupply

None None 84 days 20 days None ~115 days N/A N/A N/A N/A

Comm

Delay 

(round-trip)

~ 1.5 

second 

delay

~ 3 second 

delay

~ 1.5 

second 

delay

~ 1.5 

second 

delay

~ 1.5 

second 

delay

~ 1.5 

second 

delay

~ 6-12

second

Delay?

~ 6-12

second

Delay?

~ 6-12

second

Delay?

Up to ~ 40 

min

Evacuation Hours Hours Hours Hours Hours Hours Days Days Days Months/

years if 

possible

Spares/

Tools
Minimal Minimal Some Some Some A lot Minimal Minimal A lot? A lot?

Systems 

Reuse
No No Yes Yes Yes, after 

ground 

maint.

Yes Yes Yes Yes Yes

Short-duration and one-time use

OR

Short-duration and maintained on the 
ground

OR

Long-duration and easy access from Earth



Note: Ground will always have more expertise and personnel; anything that can be 

worked at a pace that allows interaction with the ground will utilize those resources

Crew must pilot the vehicle
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Notional Ground-to-Onboard Shift of Safety-
Critical Operations with Increasing Comm Delay

Problem solving Decision support Oversight and guidance Direct haptic control

1-5 min delay

5-10 s delay

~1 s delay

Problem solving Decision support Oversight and guidance

Problem solving Decision support

Problem solving

e.g., Manual Apollo 11 LEM landing

Crew must execute complex tasks without real-time support
e.g., Ultrasound with doc on ground, 

EVA and IVA assembly and maintenance

Crew must make time-critical decisions independently

e.g., Restarting a critical system that shuts down unexpectedly

Crew must autonomously manage the vehicle state

~10 min delay

1.5s delay

e.g., Trouble-shooting a safety-critical anomaly of unknown source

Analysis, strategy

MCC-H maintains near-full command of the vehicle from the ground (Current LEO ops paradigm)
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Mars Transit Projection of the ISS Cooling Loop A Anomaly



Mars Transit Projection of crew anomaly response

Detection
30+ alarms in first 30 mins

Safing Response
Begin pump recovery 
procedure immediately

Prevent Downstream 
Consequences
Shed heat loads to 

contingency cooling

Diagnosis
Begin troubleshooting to 
characterize the FCV problem

Asynchronous Knowledge 
Management

Repair
EVA to replace pump 
module (IF a spare is 
available)

PROBLEM SOLVING

DECISION MAKINGCOMPLEX TASK EXECUTION

COMPLEX TASK EXECUTION

DECISION MAKING

PROBLEM SOLVING

Command FCV to full bypass

COMMANDING / PILOTING

Power off equipment

COMMANDING / PILOTING



Simulation capabilities for determining requirements 

and validating concepts for Earth-independent crew 

anomaly resolution and complex operation execution.

Engineering & Technology Gaps

Advanced sensors and sensor fusion to support crew 

diagnosis and repair of vehicle systems.

Virtual/augmented reality 

for crew execution support.

Data integration, data architecture, and data visualization 

to support crew in vehicle diagnostic processes.

Asynchronous communication support to 

mitigate effects of delays and intermittency.

Advanced maintainability standards and sparing approaches 

(e.g., additive manufacturing) that support crew in both routine 

operations and conditions requiring critical repairs.

Artificial intelligence (AI) to aid the crew in data monitoring, 

analysis, and trend identification for vehicle systems.

PRE-PHASE A:

Concept Studies

PHASE A:

Concept Development

PHASE B:

Preliminary Design

PHASE C:
Final Design and 

Build

PHASE D:
System Assembly, 

Integration, Test

PHASE E:
Deployment, Operations, 

Sustainment

LETS (Lunar Exploration Transportation Services) for HLS ORIONGateway

Timeline points indicate when the 

capability should be available


