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[bookmark: _Toc354659476]FOREWORD
The Future State Definition (FSD) Study is a joint NASA Kennedy Space Center (KSC)/USAF Eastern Range (ER) - Range Architecture, Policy, and Concept of Operations (CONOPS) Study.  It does not represent the official position of the National Aeronautics and Space Administration (NASA), the Air Force Space Command (AFSPC), the Space and Missile Systems Center (SMC), the 45th Space Wing (45 SW), or Kennedy Space Center (KSC).  It does represent the combined positions and recommendations of the FSD Joint Policy, CONOPS, and Architecture Teams that comprised and developed the study.  
The NASA administration team at KSC would like to thank the many subject matter technical experts at KSC, the 45 SW, SMC/OL-U, SMC/RNE, AFSPC/A5R/A3R/SE, and the national ranges visited as a part of the FSD benchmarking activities.  Without their tireless support the study could not have been completed.  The focus of the study was the Eastern Range and the combined range support capabilities of NASA/KSC and the USAF/45 SW.  The results in no way reflect poorly on the exemplary execution of the range mission at the Eastern Range by the USAF for more than 50 years.
This report is condensed from Focus Area Near- and Long-Term reports, meeting minutes, trip reports and customer surveys.  Additional information has been archived and is available upon request.
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[bookmark: _Toc354659478]EXECUTIVE SUMMARY
[bookmark: _Toc324852166]The National Aeronautics and Space Administration (NASA) and the Air Force (AF) conducted the Future State Definition study from October 2011 – September 2012 to define the Eastern Range (ER) of the future.  The study is pursuant to Presidential Policy Directive Four (PPD-4) and supports the development of a joint NASA-AF roadmap for ER architecture consistent with the Memorandum of Understanding (MOU) between the NASA Administrator and the Secretary of the Air Force titled “MEMORANDUM OF UNDERSTANDING BETWEEN THE DEPARTMENT OF THE AIR FORCE AND THE NATIONAL AERONAUTICS AND SPACE ADMINISTRATION ON SPACE LAUNCH BASES AND RANGES,” dated August 24, 2011.  
The ER supports the launch of DoD and commercial payloads, Navy Trident II missile test firings, NASA human and exploratory launch operations, and other test and space-related activities.  The DoD launch operations and Navy Trident II missile firings at the ER are critical to national security.  For approximately the last 10 years, the ER has conducted an average of 14 launch operations per year.  Based on space industry estimates, future activities at the ER may include horizontal take-off and landing vehicles and more medium-sized commercial space launch vehicles.  The flexibility, responsiveness and cost effectiveness of the ER and its supporting launch infrastructure will be critical to the success of these programs.  KSC and the ER must be ready to support these new opportunities.
The FSD Team was made up of members of NASA, Air Force Space Command (AFSPC), the Federal Aviation Administration (FAA), Space Florida, and supporting contractors.  The team examined three focus areas of the range: the Architecture Focus Area (AFA), the Concept of Operations (ConOps) Focus Area (CFA) and the Policy and Enabling Agreements Focus Area (PFA) in two timeframes, the near-term (2012 – 2015) and the long-term (2015 – 2025).  The year-long effort of the study team resulted in 56 specific recommendations for improvements, sustainment activities, and divestitures to maximize the efficiency and cost effectiveness of the range, as well as a general proposal for ways to improve range affordability.
The FSD Team split into three smaller teams to simultaneously study each of the three focus areas, the AFA, the CFA, and the PFA.  The AFA Team further divided into sub-teams and then again into technical teams to ensure the performance, needs and evolution of each of the range technical systems were adequately addressed.  Of the FSD study’s 56 specific recommendations, 44 are products of the AFA Team.  The AFA Team identified four new requirements that created capability gaps in the architecture.  The team recommended the closure of the four capability gaps to meet range customer requirements through 2015 and the remaining 40 AFA Team recommendations contribute to the sustainment of the ER mission capability.  While a majority of these recommendations are in the AF sustainment plan, the team recommends the AF prioritize these recommendations for funding and execution to ensure viability of the range into the future.  As a result of the AFA Team’s work, NASA endorses the 2015 ER baseline for its potential cost savings and ability to meet forecast customer needs.  The near-term 2015 architecture will serve as the basis for NASA and AF investments and the development of the future joint architecture roadmap. The CFA Team studied the way the range conducts business and performs its mission, and the PFA Team looked at range policy, guidance, agreements and past range studies to identify problems and recommend solutions.  The findings of the two teams have been combined and provide unique insights into how the range can improve its handling of customers, become more efficient, and lower costs  Most significant is the clear and concise documentation of the range’s new customer on-boarding process.  The range safety tailoring, which occurs during this process, which new range customers are taken through, insures that the government oversight and requirements placed on the customer are based on the risk the program presents to the public or range assets.  This means that programs that do not present significant risks have fewer requirements imposed.  The team recommends the AF and NASA work toward a well-defined process and common approach to customer service.  The CFA Team developed a set of Design Reference Missions (DRM) to gauge the range’s ability to support the future launch manifest.  The CFA Team’s analysis of forecast DRM launch rates indicates the range should be capable of meeting all launch requirements if the near-term 2015 baseline is achieved with the four capability gaps closed.  This assumes normal Operations and Maintenance (O&M) of the range systems with targeted small scale sustainment/modernization efforts. The CFA Team used a variety of sources including NASA, the AF, and the FAA to develop a long-term (2015- 2025) launch manifest.  Analysis shows that with minor changes to the range’s architecture and ConOps, the range will be capable of meeting all forecast requirements.  Under the current ConOps, as the launch rate approaches 30 launches per year, there could be competing critical demands for the use of range systems.  This problem may be averted by the range and customer balancing the pre-launch activity as the launch rate increases or adding a partial second shift of O&M operators paid for by the increased reimbursable workload.
During the Future State Definition (FSD) Study, several issues arose that were on the fringe of the study’s stated subgroup objectives of Architecture, Policy and CONOPS focus areas with respect to the affordability of the range.  These issues have been discussed with Air Force Space Command (AFSPC) action officers working on the FSD study and a NASA white paper detailing the issues with supporting data has been provided to the Chief, Launch and Range Division within the AFSPC Directorate of Requirements (AFSPC/A5R).  While the parties may be able to agree on an architecture, if the AF cannot afford to sustain and maintain the architecture, it is a moot point.
As an adjunct to the technical work, the FSD team conducted a series of benchmarking trips to DoD, civil and civilian ranges, most with activities similar to the ER.  Members of the FSD Team visited the NASA Wallops Flight Facility (WFF) on Wallops Island, VA (November 2011), the Naval Air Warfare Center- Weapons Directorate (NAWC-WD) at Pt. Mugu, CA (December 2011), the AF Western Range (WR) at Vandenberg Air Force Base (VAFB), CA (December 2011), the Mojave Airport, CA (December 2011) and NASA’s Dryden Research Center, CA (December 2011) to gather the ranges’ best practices.  A significant observation of the team was that the benchmarked ranges are controlled locally at the range commander/director level with the exception of the WR at VAFB.  They do not have higher headquarters (HQ) organizations directly involved in the operation of the range.  Both WFF and NAWC-WD receive budgets from their parent organization then have the authority to execute to that budget.  They also plan and execute modernization and sustainment projects within their budget which utilize personnel and contracts under the range’s span of control.  Some of the attributes of the other ranges that should be considered for inclusion into the ER are local control of range budgets, local control of sustainment and modernization projects, more risk based execution of the Information Assurance requirements at the Range Commander level of authority, and increased responsiveness to customer requirements.
[bookmark: _Toc354659479]Introduction
Presidential Policy Directive (PPD) 4, issued June 29, 2010, directed “The Secretary of Defense and the Administrator of the National Aeronautics and Space Administration (NASA) in coordination with relevant departments and agencies to jointly develop a launch infrastructure modernization plan.”  Following PPD 4, a Letter of Intent (LOI) was signed by NASA, the National Reconnaissance Office (NRO), and the AF requiring that the parties “collectively agree to…investments to modernize the Nation’s space launch bases and ranges,” with the AF and NASA assigned that action.  An MOU describing the implementation of the LOI, as well as the roles and responsibilities of the two parties, was developed and signed by the NASA Administrator and the Secretary of the Air Force.  
Because of its longstanding relationship with the AF ER, NASA KSC’s Ground Systems Development Office (GSDO) was assigned responsibility for NASA’s role on the FSD project.  Through this study, the GSDO and its AF counterparts at the 45 SW at Patrick AFB, the Space and Missile Systems Center at Los Angeles AFB, CA, and AFSPC HQ at Peterson AFB, CO have developed the products necessary to fulfill the intents of the LOI and MOU for the ER architecture roadmap with consideration of CONOPS and Policy issues.
NASA established the NASA led, AF supported FSD Study Team in October 2011 and presented the team’s leadership, guidelines, and objectives at the kickoff meeting.  Following the kickoff meeting, at the request of AFSPC/A5R and SMC/RN, the approach was changed to reflect a joint study. The teams were made up of personnel from NASA; AFSPC, including AFSPC HQ, SMC, and the 45 SW; the FAA; Space Florida and supporting contractors.  Critical to the success of the team has been the mutual respect, cooperation, understanding, and disclosure that allowed the team to evaluate real and suspected problems at the ER.  At times, participants disagreed on the best path forward.  In the interest of fairness, where parties significantly disagreed, all sides of the issue will be presented.  
The team agreed to the following vision statement for the study:
“An East Coast launch support capability with NASA infrastructure and systems complementing the Air Force Eastern Range, using integrated, common processes to provide flexible, affordable, and responsive support to the multi-user community.”
The teams also agreed on the definition of a range as it pertains to the study, which is:
“For the purpose of the Ground Systems Development and Operations (GSDO) Range Future State Definition (FSD) study, a “range” is considered to be the instrumented volume of airspace that flight vehicles transit and all of the command, tracking, and monitoring functions and assets required to provide for the transport of humans and cargo; national security payloads and spacecraft to and from space and the test and verification of Ballistic Missile Weapon Systems; ensuring public safety during operations and satisfying user requirements for information during testing and operations.  The range extends to the point where orbit is achieved or to the final landing or impact of suborbital components.  For returning vehicles, a range also includes the airspace, functions and assets needed for entry of space vehicles from the point that the commit to de-orbit is initiated to the point of intact vehicle impact or landing or the impact of all associated debris.  The range also includes the airspace, functions and assets needed for aeronautical vehicles from takeoff to landing.”
The FSD Study Team split into three functional area teams to most efficiently assess different areas of the range from different perspectives in the allotted time.  The three functional area teams were further broken down into smaller sub-teams, and then into technical teams, as appropriate, with the following structure:
a. Architecture Focus Area (AFA) Team 
1. Communications (Comm) and Timing Sub-team 
2. Radio Frequency (RF) and Optics Sub-team 
i. Technical teams: Telemetry, Radar, Command Destruct, Metric Optics, and Imagery Technical Teams
3. Tools and Processes Sub-team
i. Technical teams: Range Safety, Data Handling, Planning and Scheduling, and Customer Interface Technical Teams 
4. Weather Sub-team 
5. Architecture Integration and Management Team
b. Policy and Enabling Agreements Focus Area (PFA) Team
c. ConOps Focus Area (CFA) Team
The NASA and AF FSD Team developed a future state strategic vision for an integrated NASA and AF range architecture to be known as the East Coast Launch Range (ECLR).  The integrated East Coast Launch Range will need to accommodate the needs of new customers, as well as the fundamental differences between range safety and customer support.  The FSD focuses on the portion of the 45 SW that has the mission and responsibility to provide range services and flight safety, which are utilized by all customers launching on the ER.  NASA has a mission to support space exploration and human spaceflights, the latter driving many special considerations.
The AFA Team performed a gap analysis that produced a number of sound and actionable joint recommendations.  The findings suggest that the near-term architecture recommended by the team and endorsed by NASA, is very similar to the AF’s 2015 baseline architecture, as outlined in the Future Flight Safety Strategy (FFSS) Community of Interest (COI) process.  NASA believes it is in the best interest of all parties to attain the 2015 baseline as soon as possible which will likely result in significant operations and maintenance (O&M) savings.  The study has identified four new requirements which created capability gaps in the architecture.  These capability gaps must be closed by the 2015 timeframe to meet these new customer requirements. The gaps are discussed in detail in Section 3.0.  The team is confident that after the capability gaps are closed and with normal sustainment and modernization efforts as identified by the architecture recommendations, the range will be capable of meeting all known requirements. The CONOPS team developed a series of Design Reference Missions (DRM) to gauge the range’s ability to support the future launch manifest.  Analysis of the forecast DRM launch rates shows that the range should be capable of meeting all launch requirements if the 2015 baseline is implemented with the gaps closed.  This assumes normal O&M of the range systems with targeted small scale sustainment/modernization efforts.  
An analysis of a likely ER manifest, based on data from NASA, the AF, and the FAA shows that with minimal changes to the architecture and minor changes to the current range and customer operational support requirements, the range will be capable of meeting all commitments.  The analysis revealed that as the launch rate approaches 30 launches per year with the current ConOps, there could be some contention for the use of range systems.  This may be overcome by the range and customer balancing pre-launch activity with the operational requirements as the launch rate increases or by adding a partial second shift of O&M operators funded by the increased reimbursable funds created by the increased workload.
As an adjunct to the technical work, the FSD team conducted a series of benchmarking trips to DoD, civil and civilian ranges, most with activities similar to the ER.  Members of the FSD Team visited the NASA Wallops Flight Facility (WFF) on Wallops Island, VA (November 2011), the Naval Air Warfare Center-Weapons Directorate (NAWC-WD) at Pt. Mugu, CA (December 2011), the AF Western Range (WR) at Vandenberg Air Force Base (VAFB), CA (December 2011), the Mojave Airport, CA (December 2011) and NASA’s Dryden Research Center, CA (December 2011) to gather the ranges’ best practices.  A significant observation of the team was that the benchmarked ranges are controlled locally at the range commander/director level with the exception of the WR at VAFB.  They do not have higher headquarters (HQ) organizations directly involved in the operation of the range.  Both WFF and NAWC-WD receive budgets from their parent organization then have the authority to execute to that budget.  They also plan and execute modernization and sustainment projects within their budget which utilize personnel and contracts under the range’s span of control. A summary of benchmarking observations are provided in Appendix F.
A significant accomplishment is the clear and concise documentation of the range’s new customer on-boarding process.  The range safety tailoring, which occurs during this process, which new range customers are taken through, insures that the government oversight and requirements placed on the customer are based on the risk the program presents to the public or range assets.  This means that programs that do not present significant risks have fewer requirements imposed.  The team recommends the AF and NASA work toward a well-defined process and common approach to customer service.



[bookmark: _Toc324852167][bookmark: _Toc354659480]Architecture Focus Area
The AFA was formed to recommend the near-term (2012 - 2015) and long-term (2015 - 2025) range architecture.  The proposed architecture will take into account NASA KSC assets and AF ER assets into a joint architecture. The current state of the range, also known as the point of departure (PoD), and any necessary changes to attain the near-term architecture have been captured in the Department of Defense Architecture Framework (DoDAF) using the Casewise Tool.  The architecture study was led by representatives from NASA-GSDO, 45 SW Range Management Squadron (45 RMS) and SMC/RNE referred to as the Tri-Chairs.  The scope of the architecture study, as coordinated and approved by NASA and the AF Tri-Chairs, is:
“The purpose of the Future State Definition (FSD) Architecture Study is to develop a strategic vision for current and future Range capabilities at the Eastern Range and Kennedy Space Center.  The purpose is to fully leverage existing capabilities, recommend cost cutting measures, eliminate duplication and establish an enduring process to address known capability gaps in the range architectures. This vision will encompass both near-term (year 2015) and far-term (year 2025) range architectures. The FSD Architecture Focus Area (AFA) will first document the Point of Departure (PoD) architecture. PoD is defined as the AF 2015 LTRS and NASA capabilities (both current and under development). AFA will then evaluate the PoD architecture against a defined set of mutually agreeable future requirements; eliminate any duplicative architecture elements; and make recommendations to satisfy missing capabilities required in the architecture.  The Architecture Study will address, in separate reports, the near-term and long-term range architectures based on these requirements.  The Study is intended to address, among others, issues of throughput, concurrent operations and how best to decrease the cost to operate and maintain the Eastern Range and KSC. While Policy and ConOps issues will not be directly addressed in the Architecture Study, any Policy and ConOps practices associated with development, sustainment, integration, operations, and maintenance of the range architecture that are deemed to be substantial cost drivers or offer substantial monetary savings to the government over current practice will be worked between the Architecture, Policy, and ConOps Focus Areas.”
The FSD AFA Team was jointly led by NASA/KSC, the 45 SW and SMC‘s Spacelift Range and Network Systems Division.  The FSD AFA Team included an Architecture Integration and Management (AIM) Team and four sub-teams: Communications and Timing; RF and Optics; Tools and Processes; and Weather.  The RF and Optics Sub-Team broke into the Telemetry, Radar, Command Destruct, Metric Optics and Imagery Technical Teams.  The Tools and Processes Sub-Team broke into the Range Safety, Data Handling, Surveillance and Customer Interface Technical Teams.
Each of these sub-teams/technical teams, in parallel, satisfied the study objectives listed in
Table 1.
[bookmark: _Ref335054972][bookmark: _Toc324848485][bookmark: _Toc354659654]Table 1  FSD Near-Term Objectives and Accomplishments
	OBJECTIVES
	STATUS

	Identify and document NASA and Air Force ER assets to develop range architecture point of departure (PoD). 
· Air Force 2015 LTRS used as baseline for ER assets
	ACCOMPLISHED

	Develop DoDAF models for PoD range assets.
	ACCOMPLISHED

	Identify and compare near-term (2015) range customer documented needs and stakeholder-desired capabilities. Stakeholder-desired capabilities were derived by evaluating the CFA DRMs.
· Sustainment projects for both NASA and the Air Force were reviewed for impacts to range architecture. Sub-teams validated and prioritized needed projects.
	ACCOMPLISHED

	Perform gap analysis determining which near-term requirements are not met by the PoD system/subsystems.
	ACCOMPLISHED

	Determine near-term recommendations (including rationale and appropriate time-phasing) considering the following items:
· Obsolescence issue with existing capabilities
· Note risks to those projects being funded/completed on time
· Efficiency, cost, turnaround time improvements
· Exclude systems and capabilities that will be decommissioned in the near term
	ACCOMPLISHED

	Vet recommendations, first with sub-team, then through AFA Tri-chairs.
	ACCOMPLISHED

	Update SMC DoDAF models to reflect near-term 2015 state.
	PENDING



For all of the sub-teams/technical teams, there were three reoccurring themes throughout the review and analysis of the point of departure, near-term and long-term architectures. These themes add uncertainty to the analysis and findings of this report, and required teams to make assumptions regarding project completion timelines, the ability of the range to meet minimal customer requirements, and the continued use of current O&M procedures and practices.
The first reoccurring theme concerns obsolescence and sustainment issues of the current systems. The ability of some of these systems to meet even the current requirements, much less any new requirements, is being addressed through the normal AF and NASA processes; however, the state of many of the planned improvement projects remains unclear due to the lack of resources/funding; contract related issues; and continuing re-prioritization. 
The second theme, based on the results of the recently completed Future Flight Safety Strategy (FFSS) Study, is that the way forward for the AF appears to be sustainment of the 2015 baseline into the far-term with an evolutionary approach toward Autonomous Flight Termination Systems.  The ER Programming Plan (PPLAN) is being revised to incorporate the results of the FFSS Study.  This change in direction will maintain a fairly robust range and test capability through at least the first half of the long-term period (through 2020) and does not program divestures beyond the 2015 baseline. This AF position is consistent with NASA’s view of needed range capabilities for new and emerging commercial activities.
The third theme is the lack of well-defined requirements for NASA’s new launch systems and other government and commercial programs. While there are very well-defined customer requirements and range requirements for systems that support critical safety operations, there are few specifically defined needs, capabilities or requirements for programs such as Space Launch System (SLS) and Commercial Crew Development (CCDev).  As these programs develop firm range requirements, the architecture required to support them may need refining.  The AFA Team relied on available draft requirements, formal meetings and informal discussions, at some risk without final documented requirements, to develop a recommended near-term range architecture that will meet the needs of these emerging customers.
There are very few firm requirements for the long-term period except for current Program Requirements Documents (PRD).  To account for potential new customers in the long-term architecture, the AFA Team assessed the DRMs provided by the CFA Team.  The AFA Team also evaluated and made recommendations on new planned projects, sustainment and upgrade projects that are scheduled for completion in the FSD long-term timeframe.
The CFA Team-derived “Level of Services” ConOps was used by the AFA Team to determine whether the range architecture could support that operations environment and potential range users.  By analyzing the support/service required to support the DRMs, it was found that the recommended architecture could meet the anticipated future requirements and removed the ambiguity experienced in previous studies that overestimated necessary range support.
Below are general assumptions that were a basis for the AFA Team’s analyses:
a. The DRMs are the basis for the gap analysis
b. Near-term sustainment and upgrade projects have been executed, or at a minimum, capability gaps have been successfully addressed and closed.
c. The “levels of services” required are dictated by the safety risk (as determined by the range) associated with the vehicle through tailoring during the onboarding process.
[bookmark: _Toc321913153][bookmark: _Toc324852168]Findings
[bookmark: _Toc321913117][bookmark: _Toc324852169]Based on an analysis of known and anticipated requirements and the DRMs, the AFA Team concluded that 2015 baseline architecture, with the near-term capability gaps satisfied, will meet all identified future requirements. 
[bookmark: _Toc320875060]The following improvements would save money, increase efficiency, and enhance architecture capabilities:
a. Increase local authority at the range
b. Improve configuration control of NASA “range” assets (e.g., prevent damage due to undocumented cable runs )
c. Ensure all range projects have a coordinated communication element that ensures new instrumentation systems are compatible with the communication interface during initial planning
There is a possibility of further recommendations for divestiture in the near term; however, more work is required to ensure they will not adversely impact needed range capabilities.  One of these potential areas is the imagery function that provides engineering sequential data.  NASA acquired a large amount of equipment to support the Shuttle Program and it may no longer be required.  There is no safety requirement for metric optics, therefore, the NASA and AF assets should be analyzed to determine which instruments should be retained to support the imagery requirements.  Appropriate divestiture decisions to minimize duplication should be made based on the analysis. Finally, another area that needs to be further explored is radar.  With the end of the Shuttle Program, some of the range and NASA radar systems may no longer be needed.  If this is the case, appropriate recommendations for divesture will be forthcoming.
The 45 SW has acquired two Transportable Command and Telemetry Systems (TCATS) from the Florida Air National Guard (FLANG).  For the past ten years, the range has underutilized these systems.  NASA recommends they be given, sold or leased to another range.  For example, there is a bona fide NASA need at the WFF for a capability to support commercial re-supply and easterly SLS requirements.  WFF can use these systems to provide portable capabilities at Bermuda or replace WFF range assets to support NASA’s Commercial Crew Program (CCP) launches from WFF.
[bookmark: _Toc354659481]Sub-team Reports
[bookmark: _Toc321913118][bookmark: _Toc324852170][bookmark: _Toc354659482]Communication and Timing Sub-Team Report
[bookmark: _Toc321913122]NASA and AF communications systems provide voice, video and data communications and transmission services.  NASA and AF timing systems provide timing, countdown and reference signals.
The NASA and AF Communication and Timing Sub-Team examined communication and timing systems of NASA-KSC and the ER.  The result is a Communications Systems PoD Architecture and a Timing Systems PoD Architecture that allowed the sub-team to conduct a gap analysis for each.  Those gap analyses were the sources for the near-term (2012 - 2015) and long-term (2015 - 2025) recommendations for these systems.
[bookmark: _Toc354659483]Communications Systems Point of Departure (PoD)
The starting point for the NASA/AF Communication Team was to determine a systems PoD architecture. This was accomplished by documenting the existing NASA and ER communication systems and incorporating system upgrades scheduled for completion by the end of fiscal year 2012.  SMC provided the Launch Test Range Systems (LTRS) architecture as a data resource and other AF technical team members extracted communication systems data from their records.  NASA technical team members followed a rigorous process to develop a companion NASA PoD to match the AF input.  The combined result is the Communication Systems PoD Architecture presented in Figure 1.
The Communications Technical Team members next looked at active sustainment and development projects planned for completion by 2015 and assessed their impacts on the Communications Systems PoD Architecture.  New systems and capabilities resulting from these projects were included in the 2015 Near-term Communications Systems Architecture presented in the DoDAF view in Figure 2.  This architecture includes systems and capabilities carried forward from the PoD, removes systems and/or capabilities that are planned for divestiture, and includes systems and capabilities to be added in the near term.  The technical team assumed that planned projects will be completed according to schedule in the near term.
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[bookmark: _Ref335055437][bookmark: _Toc324848486][bookmark: _Toc354659601]Figure 1  Communications Systems PoD Architecture
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[bookmark: _Ref335055451][bookmark: _Toc321905370][bookmark: _Toc321913467][bookmark: _Toc324848487][bookmark: _Toc354659602]Figure 2  Near-Term Communications Systems Architecture 
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Communications Systems Findings
[bookmark: _Toc321913126]Long-term recommendations for the communications systems address sustainment issues and technology refresh, and are identified in Appendix A.  These projects represent a modernization effort to bridge large technology gaps bringing communications and timing systems up to the most current commercial industry standards.  Modernized systems will have a smaller equipment footprint along with increased operational efficiency and flexibility.  They also provide the capability to handle a more aggressive and flexible range schedule, and more importantly, result in a large savings in operations and maintenance costs.  The team noted that the AF and KSC are both transitioning to an IP-based architecture, and both organizations are initially installing Internet Protocol Version (IPV) 4 services with planned transition to IPV6.  The team believes it is crucial that the organizations carefully coordinate this transition so as not to impact their interfaces, missions and support to external customers.  
[bookmark: _Toc354659484]Timing System Point of Departure
The NASA/AF Timing Technical Team began by determining a Timing Systems PoD Architecture.  This was accomplished by documenting the existing ER and NASA timing systems and incorporating system upgrades scheduled for completion by the end of fiscal year 2012.  SMC provided the Launch Test Range Systems (LTRS) Architecture as a data resource and other AF technical team members extracted timing systems data from their records.  NASA technical team members followed a rigorous process to develop a companion NASA PoD to match the AF input.  The combined result is the Timing Systems PoD Architecture DoDAF view presented in Figure 3.
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[bookmark: _Ref324834091][bookmark: _Toc321905371][bookmark: _Toc321913468][bookmark: _Toc324848488][bookmark: _Toc354659603]Figure 3  Timing Systems PoD Architecture
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The Timing Technical Team members next looked at active sustainment and development projects planned for completion by 2015 and assessed their impacts on the Timing Systems PoD Architecture.
Finally, the technical team developed the Near-term Timing Systems Architecture presented in the DoDAF view in Figure 4.  This architecture includes timing systems and capabilities carried forward from the PoD and systems capabilities to be added.  The team assumed that planned projects will be completed according to schedule in the near term.
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[bookmark: _Ref324834177][bookmark: _Toc321905375][bookmark: _Toc321913472][bookmark: _Toc324848489][bookmark: _Toc354659604]Figure 4  Near-Term Timing Systems Architecture

[bookmark: _Toc321913128][bookmark: _Toc324852173]Timing System Findings
Though the near-term active projects will address many sustainment issues and modernization efforts, funding and project completion may be areas of risk.  Gaps could emerge in the near-term systems architecture if funding shortfalls drive cuts to some of the active projects that stretch over several years.  Also, range support contract changes could impact timely completion of some AF projects.
Additional concerns include numerous sustainment issues not addressed by current projects that will require funding to prevent the loss of current capabilities.  Equipment obsolescence, vanishing vendors, and increasing maintenance costs are factors.  Likewise, new and changing customer needs, technologies, and standards should be anticipated and incorporated into modernization projects.  Drivers include the ability to attract commercial customers, multi-user benefits, efficiencies, and expandability.
The Timing Technical Team supports the execution of the timing system recommendations in Appendix A.  If these recommendations are implemented, the team believes the range will be capable of supporting all identified requirements through 2025.
[bookmark: _Toc321913131][bookmark: _Toc324852174][bookmark: _Toc354659485]RF and Optics Sub-Team Report
[bookmark: _Toc321913132][bookmark: _Toc324852175][bookmark: _Toc321913133][bookmark: _Toc324852176]The RF and Optics Sub-Team focused on RF transmit/receive and optical/imaging systems used for almost all phases of mission support and across all range customers.  These systems provide critical range safety tracking, range user vehicle/payload performance data and ground processing support.  The RF systems include radar, telemetry and command destruct.  The optics/imaging systems are the metric optics and engineering imaging systems.  Each system was analyzed by a technical team from the RF and Optics Sub-Team.  The following sections describe the activities of each technical team, followed by a table containing the near-term recommendations for all of the systems in order to capture multiple-area recommendations, and provide a complete and consistent view of all of the RF and optics systems recommendations.
[bookmark: _Toc321913135][bookmark: _Toc354659486]Command Destruct System Point of Departure
The focus of the Command Destruct Technical Team was primarily the ER ground transmitter systems (there are no KSC ground-based command destruct systems) and the vehicle-based flight termination system.  The basic responsibility of the command destruct system is to transmit RF command signals to terminate the flights of errant vehicles/missiles.  The command destruct system consists of a network of Ultra High Frequency (UHF) radio transmitters, antennas and control systems located at Cape Canaveral Air Force Station (CCAFS) and Jonathan Dickinson Missile Tracking Annex (JDMTA).  These sites are linked to the Central Command Remoting System (CCRS) located in the Morrell Operations Center (MOC) at CCAFS. 
The team began by studying the current command destruct systems and modernization projects, including the Range Command Destruct Modernization project which will resolve sustainment issues and provide additional capabilities such as Enhanced Flight Termination System (EFTS) functions.  The team compared current system capabilities to future system requirements, and considered cost savings ideas and improvements in operational support.
The Command Destruct System Point-of-Departure (PoD) Architecture is based on the LTRS architecture and current ER documentation.  This information was reviewed and modified to include any systems and capabilities funded through fiscal year 2012.  The PoD architecture did not capture the Range Command Destruct Modernization project; however, the project did factor heavily into the analysis for the near-term architecture and the team’s recommendations. The PoD architecture is provided in Figure 5.
[bookmark: _Toc321913138][bookmark: _Toc324852177][bookmark: _Toc354659487]Optics Systems Point of Departure 
The Optics Technical Team was separated into two technical teams: metric optics and imagery. While related to each other, this allowed each team to focus on major mission support requirements and the capabilities of their respective systems. To facilitate any potential combined support opportunities between the two systems, the Optics Technical Team remained intact for information exchange and data reviews.
The Imagery Technical Team primarily consisted of NASA KSC imaging systems personnel. The majority of their mission support has been to the Shuttle Program with anticipated similar support to SLS and other future NASA projects.  The purpose of the imagery equipment is to provide engineering sequential data for real-time monitoring of specific pad and vehicle components and post-flight analysis.  The technical team’s data collection efforts focused on defining and developing the KSC Imagery System architecture and documenting current capabilities and requirements.
The Metric Optics Technical Team primarily consisted of AF ER optics system personnel. The metric optics systems are comprised of mobile and fixed trackers that provide two-dimensional position-versus-time data of in-flight vehicles. The ER has 24 Universal Camera Sites (UCS) that can accommodate most of the range mobile optics systems. The main function of the UCS is to provide communications, video, power distribution, and a surveyed location from which the trackers can operate.  The Metric Optics Technical Team extracted requirements, capabilities and planned projects information from PRD; AF system and range requirements documents; Range Commanders Council (RCC) documents; and a number of formal and informal discussions on future range user needs.
The Metric Optics Systems Point-of-Departure (PoD) Architecture was established using Launch Test Range Systems (LTRS) architecture information provided by SMC and current ER documentation refined by metric optics experts. The Metric Optics Systems PoD Architecture is provided in Figure 6.  The Imagery Systems PoD Architecture was established using internal KSC documentation and NASA KSC imagery experts. This information was reviewed and reorganized to include any systems and capabilities funded through fiscal year 2012.  The Imagery Systems PoD Architecture is provided in Figure 7.
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[bookmark: _Ref324834245][bookmark: _Toc324848490][bookmark: _Toc354659605]Figure 5  Command Destruct System PoD Architecture
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[bookmark: _Ref324834338][bookmark: _Toc321905385][bookmark: _Toc321913482][bookmark: _Toc324848491][bookmark: _Toc354659606]Figure 6  Metric Optics Systems PoD Architecture 
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[bookmark: _Ref324834350][bookmark: _Toc321905386][bookmark: _Toc321913483][bookmark: _Toc324848492][bookmark: _Toc354659607]Figure 7  Imagery Systems PoD Architecture

[bookmark: _Toc321913143][bookmark: _Toc324852178][bookmark: _Toc354659488]Radar Systems PoD
The Radar Technical Team reviewed the AF metric tracking radar systems, the KSC-based NASA Diagnostic Radar (NDR) and the Wallops Flight Facility (WFF) fixed radars used for some ER missions.  A major requirement of the tracking radars is to provide vehicle position data for real-time display and monitoring of vehicle flight.  In addition, radar data is recorded for post-mission analysis of launch vehicle and payload performance. The Radar Technical Team also studied the ER and KSC RF monitoring and surveillance systems.  The findings and recommendations for this activity are provided in Appendix A.
Information on current AF and NASA radar system architectures, requirements, capabilities and planned projects was collected from PRDs, NDR Support Plans, AF system and range requirements, RCC documents, and a number of formal and informal discussions on future range user needs.  This information, along with the potential capabilities of new systems such as the Radar Open Systems Architecture (ROSA) Radar 0.134, was documented, reviewed and refined for the baseline. 
The Radar Systems Point-of-Departure (PoD) Architecture was established using the LTRS architecture information, the current ER documentation, and NASA NDR experts. This information was reviewed and reorganized to include any systems and capabilities funded through fiscal year 2012.  The Radar Systems PoD Architecture is provided in Figure 8.
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[bookmark: _Toc321913146]
[bookmark: _Toc321913148][bookmark: _Toc324852179][bookmark: _Toc354659489]Telemetry Systems PoD 
The Telemetry Technical Team focused on the ER systems and a Radio Frequency (RF) Test Set (RFTS) system in development at KSC. The ER telemetry facilities consist of two mainland and two downrange stations.  The ER telemetry systems consist of S-band receiving antennas, receivers, diversity combiners, demodulators, digital recorders and associated equipment.  These sites provide full-rate telemetry data to the Central Telemetry Processing System (CTPS) for data processing into usable formats for display at the Flight Operations Version One (FOV-1) and the Distributed Range Safety Display (DRSD) systems.
Tel-4, near the Banana River on the grounds of KSC, serves as the central telemetry acquisition, processing, and distribution center, as well as the primary tracking and receiving site during the early stages of a land-based ER launch.  JDMTA is located approximately 100 miles downrange at Tequesta, Florida.  JDMTA can provide back-up coverage to Tel-4 during land-based operations, is the primary telemetry tracking site during Navy operations, and is able to acquire and track up to four spatially separated sea-launched radiating bodies as required per mission scenario. JDMTA is routinely called up to support northerly trajectories for vehicles with solid rocket boosters due to flame attenuation at Tel-4.  Antigua is the mid-range telemetry site that typically tracks vehicles through the end of powered flight into transfer orbit or southerly ballistic trajectories.  Ascension possesses two large aperture telemetry antennas that allow the site to perform tracking and data collection during terminal re-entry, transfer orbit mark events, or payload orbital passes. The KSC RFTS is a KSC-based system currently in development that will provide RF testing within the Vertical Assembly Building (VAB), near the Shuttle Landing Facility (SLF) and LC-39 launch pad areas. The RFTS development is dependent upon funding and evolving mission operation requirements.
Information on current AF and NASA telemetry system architectures, capabilities, requirements, and planned projects was taken from PRDs, prior RFTS Support Plans for the Constellation Program, AF system and range requirements, RCC documents, and a number of formal and informal discussions on future range user needs. There are a number of defined requirements for the AF telemetry systems; however, the requirements for the RFTS remain in work. 
The Telemetry Systems Point-of-Departure (PoD) Architecture was established using LTRS architecture information, current ER documentation, and NASA RFTS experts.  This information was reviewed and reorganized to include any systems and capabilities funded through fiscal year 2012.  The Telemetry Systems PoD Architecture is provided in Figure 9.
The recommended Near-Term Telemetry Systems Architecture is presented in Figure 10.
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RF and Optics Systems Findings
The team’s gap analysis identified a small number of capability gaps created by new user requirements in the near-term baseline for RF and optics systems.  In addition to new required capabilities, the gap analysis focused on high-priority sustainment projects required for the 2015 baseline; assessment and reduction of duplicate capabilities and systems; and best operational practices and procedures for NASA and AF range resources.  Problem areas identified by the RF and Optics Sub-Team include: 
a. Command Destruct 
1. None if EFTS capabilities are realized with the completion of the CDMS (CCRS) replacement project.
b. Optics and Imagery 
1. Film camera replacement with digital systems
2. Continue to investigate duplication between the imagery and metric optics systems and recommend divesture where appropriate
c. Radar 
1. None, but there is an open action for AFSPC to clarify debris tracking requirements and ROSA capabilities
d. Telemetry
1. 20Mbps data rate
2. S-band uplink
3. SLF/Western-boundary area coverage
As noted previously, there is some uncertainty in the analysis; however, based on all available information and insight, a number of RF and optics near-term recommendations were developed.  Long-term recommendations and policy and CONOPS recommendations were also identified by the RF and Optics Sub-Team.
The team concluded that all identified and anticipated requirements can be met by the command destruct system upon completion of the Range Command Destruct Modernization project.
The team recommends performing a proof-of-concept with the Command Destruct System at CCAFS in the near-term to determine whether the broad beam antennas can meet system requirements and replace the existing steerable antennas.  If successful, this modification will simplify the system architecture resulting in significant cost savings.
All identified and anticipated optics requirements can be met with the existing systems.  There may be opportunities for divestment of some metric optics or imaging instruments.  There is no range safety requirement for metric optics.  Currently, both NASA and the AF provide imagery data to range customers; therefore, it may now be feasible to consolidate these activities.  Investigation will continue in this area.
[bookmark: _Toc321913156][bookmark: _Toc324852180]There are no required changes to the near-term radar architecture.  NASA is currently funding upgrades to the AF Multiple Object Tracking Radar (MOTR) due to obsolescence issues.  It is NASA’s view that the MOTR is critical to meet the debris tracking requirements of the range.  As noted in item c.1. of the list of problem areas above, AFSPC is investigating range customers’ debris tracking requirements to determine what is necessary to meet customer needs.  The LTRS 2015 Baseline included divesture of some radar assets at the launch head after the end of the Shuttle Program.  There is a possibility of further reductions when ER ROSA Radar 0.134 is accepted for operational use at the range.  The recommended ER radar baseline is the ROSA Radar 0.134 at Patrick AFB, the 19.14 Missile Instrumentation Precision Radar (MIPR) at KSC, the 19.39 MOTR at KSC and the 1.16 at CCAFS.
The RF and Optics Sub-Team’s near-term recommendations are provided in prioritized order in Appendix A. The near-term recommendations were vetted with project leaders, and reviewed for scope of effort, applicability to the FSD vision, executability, and the need to meet documented requirements.
[bookmark: _Toc354659490]Tools and Processes Sub-Team Report
[bookmark: _Toc321913160]The Tools and Processes Sub-Team was split into technical teams that focused on the range’s range safety, data handling, planning and scheduling, and surveillance systems, as well as its customer interface process.  The range safety, data handling, planning and scheduling, and surveillance systems provide pre-launch, launch, post-launch and landing support as required for range customers.
The range’s customer interface process addresses how the 45 SW and KSC interface with range customers to identify and satisfy customer requirements. Through this process, range customers obtain range safety, financial management, range scheduling, mission facilities, and Universal Documentation System (UDS) support for their missions.  The UDS, a key element of customer interface, is a manual process of coordinating a limited number of well-designed documents that capture range customer requirements and the range’s ability to meet those requirements using available capabilities.  
[bookmark: _Toc321913159]The Tools and Processes Sub-Team and its technical teams were comprised of members from the 45 SW, NASA, and SMC.  .  Once technical team membership was identified, each team held a team kickoff meeting and proceeded to identify current range assets.  The teams interviewed subject matter experts and researched available documentation to identify current range assets, which are documented in the PoD architectures.  The Tools and Processes Sub-Team determined that the points of departure for the range safety, data handling, surveillance, and planning and scheduling systems are essentially identical to the LTRS 2015 ER baseline with the current KSC capabilities added.  After documenting the system architectures, the teams collected information on system descriptions, functions, management, obsolescence and other issues.
3.3.1	Range Safety Systems Point of Departure
The range safety systems are comprised of the Flight Operations Version One (FOV-1) and Distributed Range Safety Display (DRSD).  These systems receive inputs from the range instrumentation systems (radar, telemetry, metric optics) and process the data to develop an Instantaneous Impact Position (IIP), Present Position (PP) and other tools for use by the Mission Flight Control Officer (MFCO).  These systems also display the impact limit lines and the nominal trajectory so the MFCO can evaluate vehicle performance during flight operations.  The Range Safety Systems PoD Architecture is provided in Figure 11.
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[bookmark: _Ref324846600][bookmark: _Toc324848496][bookmark: _Toc354659611]Figure 11  Range Safety Systems PoD Architecture
Data Handling Systems Point of Departure
The data handling systems are used by Range Safety analysts before launches to develop safety criteria and displays for use during launch operations.  During launches, the data handling systems provide data that allows down-range systems to acquire track of launch vehicles as they come into view.  After launches, the systems generate data products that are used to assess the performance of the launch vehicle and range during launch.  The Data Handling Systems PoD Architecture is provided in Figure 12.
Surveillance Systems Point of Departure
The surveillance systems provide continuous situational awareness for launch operations personnel in the MOC by monitoring air and sea traffic in the vicinity of the ER.  These systems include air traffic control (ATC) displays, ER air and sea surveillance radars, FAA radars, Coast Guard vessels and aircraft to clear the range prior to launch.  The Surveillance Systems PoD Architecture is provided in Figure 13.
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[bookmark: _Ref335055611][bookmark: _Toc321905403][bookmark: _Toc321913500][bookmark: _Toc324848497][bookmark: _Toc354659612]Figure 12  Data Handling Systems PoD Architecture
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Planning and Scheduling Systems Point of Departure
The planning and scheduling systems in the MOC control the use of range assets through a process that deconflicts user requests and optimizes the availability of assets for different operations.  The scheduling system assigns operations numbers to the tasking to manage the use of ER systems and ensure their use is correctly charged to range customers.  The Planning and Scheduling Systems PoD Architecture is provided in Figure 14.
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[bookmark: _Ref324841975][bookmark: _Toc321905405][bookmark: _Toc321913502][bookmark: _Toc324848499][bookmark: _Toc354659614]Figure 14  Planning and Scheduling Systems PoD Architecture

[bookmark: _Toc321913163]Tools and Processes Systems Findings 
[bookmark: _Toc321913166][bookmark: _Toc324852183]The Tools and Processes Sub-Team identified a need for improved capability in the ER air traffic control systems and a need for a customer interface portal, which is documented in the recommendations in Appendix A.  
The team also determined the KSC assets identified in the Surveillance PoD are security assets and cannot meet the surveillance requirements for off-shore clearing of the box.
Other Tools and Processes Sub-Team near-term and long-term range architecture recommendations are provided in priority order in Appendix A. 
The sub-team had several observations and recommendations regarding the customer interface process.  The range’s processes run in parallel, but are not closely synchronized and have different process owners, making it difficult for range users to obtain their range support in a coordinated process.  Ideally, these systems would be integrated, synchronized and have a single point-of-contact at the range.  For new customers, the current AF and NASA points-of-contact are 45 SW/XP and KSC/AA-D, respectively.
[bookmark: _Toc354659491]Weather Sub-Team Report
The Weather Sub-Team reviewed the infrastructure operated by KSC and the ER to provide weather support to ground processing, launch and landing operations, and resource protection at KSC and CCAFS. The scope of the inquiry includes sensors, data processing systems, data display and archiving capabilities, but not the associated communications systems since they are within the scope of the Communication Sub-Team. KSC/ER weather system data is used by the 45th Weather Squadron (45 WS) for long-, intermediate- and short-term weather forecasts; watches and warnings for hazardous weather and resource protection; mission-specific real-time weather support; evaluation of operations commit criteria required by Range Safety, NASA, 45 SW or the launch operator; and specialized support for KSC and CCAFS tenants including other state of Florida and federal agencies.  The infrastructure also supports the Spaceflight Meteorology Group (SMG) at Johnson Space Center (JSC) which provides weather support for all NASA manned spaceflight on-orbit and landing operations and the National Weather Service (NWS) at Melbourne (MLB) which provides public forecasts and warnings that cover many off-base contractors supporting NASA, DoD and commercial spaceflight operations at KSC and CCAFS.
Weather systems in the infrastructure may be generally grouped into categories: observation of atmospheric electricity, weather radar systems, surface observations, and upper-air observations.
There are four systems for observing atmospheric electricity: 
a. Cloud-to-Ground Lightning Surveillance System
b. Lightning Detection and Ranging
c. Launch Pad Lightning Warning System
d. National Lightning Detection Network (commercial system – ER buys the data)
There is one range weather radar system, a C-band dual-polarized Doppler radar operated by the ER at an off-base site in Orange County.
Surface observations are made by automated surface observing stations and a network of meteorological towers providing measurements such as: wind speed and direction, temperature, humidity, barometric pressure, rainfall, visibility and cloud cover. Wind, temperature and humidity measurements aloft are provided by a combination of two types of GPS-tracked weather balloons, low-resolution and high-resolution, and two types of radar wind profilers, a 50 MHz Doppler Radar Wind Profiler (DRWP) for heights of 2 – 18 km and five 915 MHZ DRWP for heights up to 5 km. The range weather infrastructure provides the capability to collect, manipulate, display and archive the weather data based on operator input and specifications.  Weather Systems Point of Departure 
The Weather Sub-Team examined each of the weather systems to assess the extent to which they were both necessary and adequate to meet the weather support requirements for operations at KSC and the ER in the 2015 timeframe. The sub-team also verified their inclusion in the 2015 LTRS baseline architecture. 
The sub-team collected and reviewed available documentation about the infrastructure and customer requirements including the ER Range Instrumentation Handbook, the summary in Appendix 8 of Merceret and Willett et al. (2010), PRDs, ER requirements documents, range safety requirements, and the LTRS ORD (AFSPC, 2003).  Less formal requirements documents were also collected and reviewed including launch operators’ presentations to working groups and integrated product teams, and planning documents from the NASA Constellation Program and its successors: the Multi-Purpose Crew Vehicle (MPCV), the SLS, and the GSDO programs collectively known as the “Tri-Program.”  Finally, anticipated range users in the 2015 timeframe and beyond were advised of this architectural review and asked to provide any requirements that were not otherwise captured. Several responses containing requirements were received.  The requirements were then collected in a spreadsheet and matched against the infrastructure.
In addition to existing mission requirements, the team recognized that certain assumed changes in CONOPS or technology could also affect support requirements.  These key assumptions are:
1.  Launch vehicles will not be lightning hardened so the Lightning Launch Commit Criteria (LLCC) will still be required.
2. Vehicles launching offshore will require weather forecasts/support
3. Wind profiles for launch customers will be required.  Integration of radar and balloon data coupled with improved numerical modeling would be useful.
4. Sub-orbital tourism will need visibility forecasts
5. Human spaceflight will require offshore forecasts/support for abort scenarios
6. Significant improvements in launch forecasting could significantly reduce launch scrub costs
7. Flight rates will have no major impact on the weather architecture or CONOPS
From a long-term perspective, the Weather Team primarily looked at the DRMs developed by the CFA Team and the KSC Future Development Concept (FDC) 2012-2031, dated April 2012.  The DRMs and the KSC FDC fundamentally agree on the types of missions that will require support in the 2015-2025 timeframe.
The point of departure for the Weather Sub-Team is the current KSC/ER weather infrastructure which is essentially identical to that presented in the LTRS 2015 baseline for the ER plus the current KSC capabilities.  It is depicted in Figure 15.
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[bookmark: _Toc321913171][bookmark: _Toc324852185][bookmark: _Toc354659492]Weather Systems Findings
An examination of various formal requirements documents reveals that there are several different kinds of requirements, most of which are important when considering the proposed architecture.
First, there are formal direct requirements in which a formal requirements document explicitly states a requirement for a capability. For example, a launch operator may require measurements of wind speed and direction over a specified range of altitudes.  Second, there are formal indirect requirements in which a formal direct requirement is stated but cannot be met without meeting certain unstated requirements.  For example, a launch operator’s requirement for 24-hour and 48-hour weather forecasts may not be able to be met without systems to access national satellite and numerical weather prediction model data. Access to the external data is an implied (hence indirect) requirement of the explicit forecast requirement even though not mentioned in the PRD.
Not all requirements through 2015 are currently captured in formal requirements documents; hence there are both informal direct and informal indirect requirements. The three NASA programs which are the successors to the former “Constellation” program have not yet submitted Program Requirements Documents, but have scheduled at least one launch from the ER in 2014.  In addition several commercial companies under contract to NASA are hoping to launch from KSC possibly as soon as 2015. They have not begun to specify their weather support requirements.  In these cases, anticipated requirements have to be based on meetings, presentations and correspondence in which these requirements have been discussed.
There are no requirements that cannot be met within the existing architecture, and except for the weather buoys, there are no systems in the architecture that are not required through 2015.  The weather buoys are no longer required because of the completion of the Space Shuttle Program which they supported. Some reduction in the number of towers (those west of Interstate 95 in Brevard and Orange Counties, FL) in the Weather Information Network Display System (WINDS) network can be made without compromising its ability to meet known requirements.
For offshore or human spaceflight, the team believes there will be emerging requirements for weather products and services that are currently unavailable.  Sub-orbital missions may require wind profiles and cloud coverage forecasts over the ocean and Florida peninsula.
To meet these anticipated requirements, the following observation and modeling capabilities should be considered:
1. Offshore buoys can provide wind, temperature, humidity, wave height, wave period and sea temperature
2. Models using dual Doppler radar data from the NWS NEXRAD radar in Melbourne and the Weather Surveillance Radar on the range could provide three-dimensional tropospheric winds over the peninsula with some limited capability offshore.
3. Satellite data could be more effectively used to provide sea state, temperature, surface winds and vertical wind profiles over the Atlantic and Gulf of Mexico
4. UAVs could be used to provide offshore weather observations
The Weather Sub-Team compared the current KSC and the ER weather architecture baseline to current and anticipated requirements for weather support through 2025 to determine what gaps, if any, exist in the baseline.  Opportunities to delete capabilities from the baseline to save costs were also examined.
Many future weather support requirements are similar to today’s requirements and can be met with no changes to the architecture, but some highly likely long-term requirements cannot be met without new infrastructure and methods of operation.  There are three areas the current baseline architecture cannot support in the long term.  They are support for offshore operations, integrated wind profiles and improved numerical forecasting.
 The Weather Sub-Team’s recommendation is to retain the current baseline weather architecture through 2015 with exceptions of the WINDS towers west of I-95 and the NOAA buoy 120 miles offshore. In order for the existing baseline to continue to support range requirements, it is necessary for the funded and unfunded sustainment projects be given a priority, funded, and executed. 
In the long term, wind profiles are critical to launch providers on launch day.  Currently, only balloon data is used to provide inputs for steering commands to the vehicle.  The team recommends using the 50 MHz and 915 MHz DRWP to better define launchhead upper air wind profiles once the Marshall Space Flight Center (MSFC) algorithms are operational.  The DRWPs are within 10 km of the launch complex while a balloon is susceptible to drift due to the prevailing winds and could be over 100 miles downrange before attaining 100 Kft in altitude.
The team also recommends continued development and refinement of numerical weather models.  These models have dramatically improved forecasting and could alleviate some of the offshore concerns. 
Another area of consideration for improvement is the Thick Cloud Rule included in the Lightning Launch Commit Criteria (LLCC).  Data obtained in an airborne field mil test in 1990-1992 indicated it was safe to fly 90% of the time when the only rule violated was the Thick Cloud Rule as detailed in Merceret and Willett, Editors, et al., 2010.  It is a consensus of the expert Lightning Advisory Panel that the Thick Cloud Rule could be replaced or substantially modified to prevent false scrubs with no impact to safety if data was obtained in the right environment in another airborne test.  The team recommends funding an additional airborne field mil test to determine if this rule can be changed to prevent unnecessary costs to the launch community.
These recommendations follow directly from the findings and gap analysis presented above and are listed in Appendix A.
[bookmark: _Toc354659493]Affordability
During the Future State Definition (FSD) Study, several issues arose that were on the fringe of the study’s stated subgroup objectives of Architecture, Policy, and CONOPS focus areas.  These issues have been discussed with Air Force Space Command (AFSPC) action officers working on the FSD Study and a NASA white paper detailing the issues with supporting data has been provided to the Chief, Launch and Range Division within the AFSPC Directorate of Requirements (AFSPC/A5R).  
AFSPC is conducting a Joint Capabilities Integration and Development System (JCIDS) compliant Capabilities Based Assessment (CBA).  The issues addressed in the White Paper are similar to a Doctrine, Organization, Training, materiel, Leadership and Education, Personnel, Facilities and Policy (DOTmLPF-P) assessment proposed for inclusion in this CBA.  This white paper will provide further data for inclusion in this DOTmLPF-P assessment
Some of the issues provided include:  designation of the Launch and Test Range System as a Weapon System (with associated documentation and configuration management), Eastern Range organizational structure, and Information Assurance.  It is the opinion of the study team that analysis in these areas may result in efficiencies and reduced cost, which will allow the range instrumentation architectures examined during this study to remain stable.  It is imperative to the development and planning of new NASA programs, (e.g. Space Launch System (SLS)) that the Air Force Eastern Range architectures remain as stable as possible at the 2015 Baseline, as described in the Launch and Range Enterprise Transformation (LET) Programming Plan 10-01.  
[bookmark: _Toc354659494]Technology Infusion
While developing the long-term activities and recommendations, the use of new technology was also addressed.  One major potential change to the range is the implementation of the Autonomous Flight Safety System (AFSS).  Recommendations associated with the AFSS may be found in the Section 3.2 and Section 3.3 sub-team reports.  Use of this technology is expected to significantly alter user operations and costs on the range.  A review of NASA new technology goals revealed the FSD recommendations for new technology are in concert with NASA new Technology goals detailed on the Office Of the Chief Technologist website. 
Additionally, further changes to the range may result from other new technologies or how current systems and activities are implemented. Long-term project recommendations are difficult to define for these enablers and concepts; however, the following topics provide insights into some potential future technologies/CONOPS:
Airborne Platforms
The expected increase in the use of UAVs for a wide variety of military and civilian activities may spawn the use of UAVs to host radar, telemetry and optical systems that could support range operations.  These platforms would provide more flexible tracking and support coverage that cannot be realized using ground systems, and in some cases at a reduced cost.
FAA NextGen Air Traffic Control (ATC) System 
The NextGen ATC system could provide a method to integrate launch and reentry vehicles into the national air space.  The potential use of Automatic Dependent Surveillance-Broadcast (ADS-B) transponders on launch/reentry vehicles will allow for real-time identification of these vehicles and their associated hazard areas to all of an area’s airborne vehicles and ground-based controllers without the need for ATC radar tracking. The NextGen system may also improve the duration and location of airspace closures due to a launch or reentry operation by providing in-flight determination of risks/hazards rather than closing a section of the airspace for the entire launch window and debris fall time. The near-term efforts with the STARS Elite ATC systems at the SLF control tower, CCAFS Skid Strip control tower, and in the CCAFS MOC will provide the foundation for potential use of the NextGen ATC system for launch and reentry vehicles on the range.
[bookmark: _Toc354659495]Strategic Roadmap
One of the initial goals of the FSD Study was to develop a Strategic Roadmap to propose a method to achieve the desired End State of the ECLR.  To accomplish this task, the team evaluated the hardware, operations and administration of the range.  An overview of the Vision, Mission and Strategic Outcomes achieved by the study are depicted in Figure 16.


[bookmark: _Ref335055685][bookmark: _Toc354659616]Figure 16  FSD Strategic Overview
To realize the desired Future State of the range, and systematic approach to sustainment and modernization must be employed.  The study has developed numerous recommendations that must be executed to meet current and future range customer requirements.  The Strategic Roadmap is split into three (3) timeframes, 2012-2015, 2015-2020 and 2020-2025.  The break into these periods helps to determine when critical actions need to be accomplished.  During the 2012-2015 period, the near-term gaps must be filled to meet known customer requirements.  During the 2015-2020 segment, any remaining Near-Term recommendations not completed previously must be given priority for execution and Long-Term recommendations should be started.  During the 2020-2025 timeframe, the remaining Long-Term recommendations should be executed.  Due to the age of the range assets, continuous surveillance of systems for vanishing vendors, part obsolescence and software support should be undertaken.  Figure 17 details the proposed approach to achieve the Future State.


[bookmark: _Ref335055698][bookmark: _Toc354659617]Figure 17  FSD Strategic Roadmap
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[bookmark: _Toc324852186][bookmark: _Toc354659496]ConOPS Focus Area - Purpose
[bookmark: _Toc324852187]The purpose of the FSD ConOps Focus Area (CFA) is to identify current launch range customer needs and anticipated range capabilities and operations through the 2025 timeframe.  The anticipated capabilities and operations are based on a proposed range architecture comprised of ER assets operated by the 45 SW, augmented with range assets located at NASA’s KSC. This report assesses the capabilities, necessary or expected, through 2025 across DoD, civilian and commercial launch customers and stakeholders by identifying common and mission-unique needs. Together with the FSD architecture and policy findings, this assessment will inform a long-term concept of operations and range architecture for an optimized, more efficient, and cost-effective Florida-based launch range capability consistent with NASA, AF and other stakeholders’ needs and strategies. This report also serves as an initial concept on which to base and synchronize future discussions amongst range stakeholders.
The range architecture upon which this report is based integrates the LTRS 2015 Range Baseline and selected NASA communications, weather and imagery (optics) capabilities. This architecture, referred to as the ECLR, defines ECLR components and identifies modernization projects to be implemented collaboratively between NASA and the AF. The anticipated near-term operational concept does not significantly vary from existing operations.
The ConOps team developed a series of Design Reference Missions (DRM) that are presented in Section 5.  Based on known requirements and the DRMs, long-term ConOps will not need to differ significantly from current practices.  Should launch rates increase as expected, adjustments to the range and customer pre-launch activity should easily meet the increased workload.
[bookmark: _Toc354659497]Scope
The FSD ConOps documents the current, near-term (2012-2015) and long-term (2015-2025) range operations using KSC, ER and other assets for a variety of commercial and government launch range users.  The focus of the ConOps is on utilizing existing launch range capabilities, streamlined through technology application and augmented with new capabilities driven by anticipated user needs.

[bookmark: _Toc321135430][bookmark: _Toc324852189][bookmark: _Toc318705823][bookmark: _Toc354659498]Challenges 
[bookmark: _Toc318705825][bookmark: _Toc321135431][bookmark: _Toc324852190]There are several key challenges associated with definition of a joint FSD near-term ECLR ConOps:
a. Defining, tracking, and integrating the evolution of two separate operational concepts between DoD and NASA into a joint investment effort that reduces operations and maintenance (O&M) costs, increases utilization, and aligns with DoD, civil and commercial enterprise needs. 
b. Providing necessary capabilities for users while reducing O&M costs.  Due to diminishing government spending at the national level, investments in automation, technology upgrades, and other approaches for accomplishing this will be increasingly difficult to secure.  Partnerships between government agencies will become more critical in making these investments.
c. Addressing stakeholder uncertainties with a flexible strategy that can adapt to future decisions and direction. Key sources of uncertainty include:
1. The uncertainty around the implementation schedule of NASA’s Commercial Crew Program.
2. Uncertainty of future federal funding for ER modernization and NASA Human Space Flight programs.
3. Uncertainty regarding near-term launch activities of the commercial space industry.
[bookmark: _Toc354659499]Assumptions
[bookmark: _Toc318705834][bookmark: _Toc321135443]The ConOps is based on several key assumptions:
a. Manifested flights/missions must be supported.
b. Specific stakeholder needs regarding human spaceflight have been derived from existing NASA Space Shuttle Program and ER documentation. 
c. The near-term 2015 range architecture accurately reflects the 2015 ECLR baseline including appropriate ER and NASA assets, near-term LTRS and FFSS modifications, and planned range modernization projects.  
d. Private industry will be providing access to Low Earth Orbit (LEO) from the ECLR by 2015.
[bookmark: _Toc354659500]Stakeholder Missions Needs
[bookmark: _Toc318705835][bookmark: _Toc321135444][bookmark: _Toc324852191]The stakeholder mission needs encompass both current range customers and future customers.  The stakeholder needs describe the necessary capabilities of a range to support both spacelift and test and evaluation (T&E).  Spacelift is considered to be routine space flight operations that utilize heritage small- through heavy-lift vehicles with a history of success in launching payloads into orbit or deep space.  T&E represents operations that include powered or drop-flight testing of a new vehicle airframe or propulsion system, static testing of propulsion systems or components, or first launch of a new launch vehicle.
[bookmark: _Toc354659501]Stakeholder Needs for Current Missions (Current Requirements)
NASA, DoD and commercial stakeholder requirements are captured in Universal Documentation System (UDS) requirements documents, in particular, the PRD.  Legacy programs include sub-orbital, orbital and interplanetary launches; test and evaluation of ballistic missiles; and aeronautical programs.
Current range users require range safety, metric tracking, photo-optical imaging, weather surveillance, communications and telemetry for launches from CCAFS and KSC in a launch azimuth sector covering 37° to 114° degrees azimuth, up to orbital altitudes.  For sea-launched ballistic missiles, test coverage is required at downrange distances up to 5,000 miles (refer to Figure 18).
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[bookmark: _Ref324837191][bookmark: _Toc321135491][bookmark: _Toc324848502][bookmark: _Toc354659618]Figure 18  Eastern Range Launch Azimuths

[bookmark: _Toc321135445][bookmark: _Toc324852192][bookmark: _Toc354659502]Future Stakeholder Missions
New programs include NASA Commercial Orbital Transportation System (COTS) resupply flights to the International Space Station (ISS) using the Space Exploration Technology Corporation (Space X) Falcon 9 launch vehicle and reusable launch vehicle (RLV) Dragon Spacecraft.  Anticipated new users will be Masten, Athena, Taurus II, SWORDS, Lockheed Martin’s Multi-Purpose Crew Vehicle (MPCV) Exploration Flight Test 1 (EFT1) launched on a Delta IV and NASA’s Ascent Abort 2 (AA2) Flight Test.  In the long term (2015 - 2025), there could be sub-orbital tourism, UAVs and additional vertical launch customers competing for range assets.  The proposed architecture will support the anticipated increase in launches Planning. 
The planning phase depicted in Figure 19 includes: 
1. Tailoring of AF range safety requirements for each launch system and mission
2. Communication of range support requirements. 
3. Determining what support the range can provide and how to obtain support from external suppliers if needed.
4. Determination of mandatory support requirements.
5. Analysis of flight vehicle and mission parameters by automated decision-making support tools to determine safety restrictions, flight trajectory limits and potentially hazardous areas.
Planning, scheduling, and preparation activities include weather measurement and reporting, area surveillance, and data gathering and analysis for decision-making support.
Additional preparation activities include the initialization, calibration, and verification of range instrumentation assets and their connectivity to the communication network for distribution of command, control, voice, video and data.
Planning includes the deployment, configuration and verification of range systems’ readiness to support flight safety, and user interfaces and requirements for pre-flight and flight operations. The configuration and verification portion of range operations in the planning phase also includes establishing, coordinating and verifying interfaces with mission and operations control centers, user networks and facilities, and external agencies and networks.
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[bookmark: _Ref324846770][bookmark: _Toc321135495][bookmark: _Toc324848503][bookmark: _Toc354659619]Figure 19  ECLR Operations in Support of the Planning Phase
[bookmark: _Toc318705845][bookmark: _Toc321135455][bookmark: _Toc324852195][bookmark: _Toc354659503]Processing 
The processing phase in Figure 20 typically encompasses pre-flight processing, checkout and verification processes to ensure proper installation and operation of range interfaces with the flight vehicle(s).
Depending on mission requirements, ECLR mission support for processing could involve:
a. Vehicle S-band test including GPS
b. Vehicle C-band test
c. Range safety flight termination test
d. Launch vehicle simulated flight test
e. Integrated systems test
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[bookmark: _Ref324846787][bookmark: _Toc321135496][bookmark: _Toc324848504][bookmark: _Toc354659620]Figure 20  ECLR Operations in Support of the Processing Phase

[bookmark: _Toc318705846][bookmark: _Toc321135456][bookmark: _Toc324852196][bookmark: _Toc354659504]Departure Operations
The departure operations phase in Figure 21 includes all activities required for the range assets to support the final checkout and countdown, and takeoff or launch. This phase typically includes: 
Countdown processes (e.g., loading and verifying vehicle commodities and mission parameters), including holds, scrubs or aborts.
Depending on mission requirements, ECLR mission support for departure operations could include:
a. Ordnance installation and connections
b. Final preparations for launch 
c. Final range readout of the C-band beacon 
d. Weather condition forecasts, as required, for evaluation of launch restrictions
e. Vehicle and spacecraft/payload integrated
f. Vehicle rollout to the pad
g. Fueling
h. Automatic countdown sequence
i. Vehicle S-Band tests including GPS
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[bookmark: _Ref324837411][bookmark: _Toc321135497][bookmark: _Toc324848505][bookmark: _Toc354659621]Figure 21  ECLR Operations in Support of the Departure Operations Phase

[bookmark: _Toc318705847][bookmark: _Toc321135457][bookmark: _Toc324852197][bookmark: _Toc354659505]Flight Operations
[bookmark: _Toc318705848][bookmark: _Toc321135458][bookmark: _Toc324852198]The flight operations phase includes all activities required for the range assets to support the actual mission in flight (on orbit support). Currently in the near-term ECLR, there is no planned range support for this phase.
[bookmark: _Toc354659506]Return and Landing
Return and landing describes all range activities in support of vehicles that intentionally enter the atmosphere as depicted in Figure 22, and includes atmospheric flight and landing at the landing/recovery site.
Note: The need for positive control (ie. Flight Safety System [FSS]) on re-entry vehicles landing at the ER is impacted by the return trajectories and the overall risk related to FSS activation.
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[bookmark: _Ref324837548][bookmark: _Toc321135498][bookmark: _Toc324848506][bookmark: _Toc354659622]Figure 22  ECLR Operations in Support of Return and Landing

[bookmark: _Toc318705849][bookmark: _Toc321135459][bookmark: _Toc324852199][bookmark: _Toc354659507]Refurbishment and Turnaround
The refurbishment and turnaround phase in Figure 23 includes all activities required to efficiently transition range assets from the operations support phase back to a safe mode, or readiness to support the next launch mission.  It typically includes the following: 
1. Shutdown of range instrumentation systems from the active mode that was required to support an operation; 
2. Routing and archiving data to make it available for post-operational data reduction, analysis and display, including reconstruction and analysis of anomalous events; 
3. Performing analyses to assess range asset and system performance; 
4. Report range asset usage to support the generation of billing data and to provide inputs data for the scheduling of periodic maintenance or repairs; 
5. Scheduled maintenance, repairs and modifications; and idle/standby.
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[bookmark: _Ref324837972][bookmark: _Toc324848507][bookmark: _Toc354659623]Figure 23  ECLR Operations in Support of Refurbishment and Turnaround

[bookmark: _Toc318705858][bookmark: _Toc321135460][bookmark: _Toc324852200][bookmark: _Toc354659508]  Near-Term ECLR Operational Views 
The near-term operational views illustrate how the identified near-term new users to the ECLR, including EFT1 (Figure 24 and Figure 25), AA2 (Figure 26) and SpaceX Cargo Resupply Services (CRS) to ISS (Figure 27), will be supported by the ECLR.  The range user near-term support requirements are derived from the Near-term Stakeholder Needs in Appendix B and from interviews with the stakeholders.  These operational views are preliminary and should not be construed as requirements until communicated to the range using the approved UDS process.  It should be noted that the AA2 mission may not occur in the near-term timeframe, depending on NASA budgets and approved activities.
[image: ]
[bookmark: _Ref335055792][bookmark: _Toc354659624]Figure 24  EFT1 Operation View for ECLR
The MPCV/EFT 1 support consists of one S-band Single Access (SSA) resource supporting the MPCV and one additional SSA resource supporting the Delta IV vehicle.  The latter link carries both Delta IV command/telemetry and embedded Orion data.
Liftoff/Ascent Optical Tracking:
a. Optical tracking for three-dimensional imagery at near-, medium-, and long-ranges during the pre-launch and ascent phases shall be provided.  These trackers shall provide both film and high-definition video imagery.
b. Imagery of the spacecraft T-0 umbilicals disconnect at lift-off shall be provided.  This imagery shall enable three-dimensional reconstruction of umbilical motion and shall consist of both film and high-definition video.
The ER shall broker and schedule NASA and DoD C-Band skin tracking radar support for MPCV/EFT1.  Support is required for up to five passes for the duration of the mission.  C-Band data shall be transported to the Mission Control Center (MCC) via existing NASA Integrated Services Network (NISN) shared communication services.
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[bookmark: _Ref324846824][bookmark: _Toc321135500][bookmark: _Toc324848508][bookmark: _Toc354659625]Figure 25  EFT1 Concept of Operational View at ECLR

[bookmark: _Toc321135462][bookmark: _Toc324852202]Retrieval/salvage support, if required, shall be provided by Detachment 3 Support Operations Center (SOC), 45th Operations Group, Patrick AFB.  To assist the operation to retrieve the crew module, the SOC will:
a. Coordinate maritime retrieval or salvage support with Military Sealift Command.
b. Coordinate necessary airlift support with Air Mobility Command
c. Coordinate necessary load plans (ship or aircraft) to transport NASA personnel and equipment.

[bookmark: _Ref324846860][bookmark: _Toc321135501][image: ]
[bookmark: _Ref325540710][bookmark: _Toc324848509][bookmark: _Toc354659626]Figure 26  AA2 Concept of Operational View at ECLR

[bookmark: _Toc321135463][bookmark: _Toc324852203][bookmark: _Toc354659509]AA2 Flight Test Operation View for ECLR
Test Conditions:
a. Mid-altitude abort from a nominal trajectory.
b. High dynamic pressure between transonic and maximum dynamic pressure.
c. Abort event initiated at 38,000 feet (TBD) Mission Profile.
d. Ascent: Abort Test Booster (ATB) boosts the Flight Test Article (FTA) to test condition.
e. Abort Event: Triggered on-board by ATB signal to FTA.  Backup is FTS destruct signal to ATB, with abort triggered via breakwires between ATB and CM.
f. Apogee: ~58,000ft mean sea level.
g. Downrange: CM splashdown ~10 miles east of LC-46.
h. Duration: 8.4 minutes.
i. ECLR Support: Range Safety, Tracking, and Imaging.
[bookmark: _Toc354659510]SpaceX NASA Cargo Resupply Service to ISS Flight Operation View for ECLR
a. A 42.37 degree flight azimuth is planned for flights to the International Space Station.
b. Command: Station 1 Command is required for pre‐launch and terminal count testing. Vehicle receivers shall be captured through range transmission of safe command or range user power down of receivers.
c. Radar: Radar is the primary system to meet the range safety requirement for two adequate and independent tracking sources during ascent.  On‐board GPS receivers are flown on all flights, and a development effort is underway to establish a Range Safety-approved GPS metric tracking capability.
d. Telemetry (Digital): Range telemetry stations with a view of the launch vehicle through the ascent phase of flight will be called up for mission support.  User requirements generally consist of receive, record and relay of best source telemetry to the SpaceX Launch Control Center (Building 90327) along with station IRIG‐B timing.  Metadata, such as received signal strength and antenna angles, are also required to be recorded and delivered post‐launch.  Telemetry processing will be required to meet range safety requirements.
e. Telemetry (Video): User requirements consist of receiving and recording on‐board video at each tracking station, and relaying the best source video to the SpaceX Launch Control Center (Building 90327).  Metadata, such as received signal strength and antenna angles, are also required to be recorded and delivered post‐launch.
f. Meteorological Data: Weather forecasts and observations by the Launch Weather Officer are required throughout the day of launch.  Upper level wind observations, using GPS sondes, are required to assess the vehicle’s structural and control abilities during early ascent.
g. Communication: Voice, data, video and timing interfaces are required between the range and the user.  The interface demarcation for all operational communications is located at the SpaceX Launch Control Center (Building 90327).
h. Optics: High‐definition imagery of the vehicle during ascent is (non‐mandatory) required.  The user does not require metric optic data as a standard data product, but may request it post‐launch for investigation of flight anomalies if metric optics were used by Range Safety.

i. [bookmark: _Ref324847061][bookmark: _Toc321135502][image: ]
[bookmark: _Ref325540728][bookmark: _Toc324848510][bookmark: _Toc354659627]Figure 27  SpaceX NASA Resupply to ISS – Flight 3

[bookmark: _Toc321135464][bookmark: _Toc354659511]Findings
[bookmark: _Toc321135465][bookmark: _Toc324852204]During the near-term timeframe of the ECLR, the user base for the range will not differ significantly from the current range users.  EFT-1 (which will use a Delta IV launch vehicle) is the only new mission type planned for launch in this timeframe.  CRS will be operating, but from the existing SpaceX Pad at CCAFS or potentially somewhere other than the ECLR.  Other than those NASA missions, new program activity is uncertain.  
The CFA Team foresees very little change from the current ConOps to the near-term ECLR ConOps.  Many of the proposed projects that further integrate the NASA and AF assets of the ECLR are implemented on infrastructure and systems that are transparent to the ConOps from a user perspective.  Inclusion of the KSC imagery assets represents the most significant departure from the current ER architecture.
As part of the CFA Team’s work, it became clear there are misconceptions about the amount of range time required to get to a launch event.  A launch is preceded by weeks and months of preparation that at times requires some range support.  A review of recent missions revealed that between five days (shuttle) and eight days (Atlas V – Juno) of full range support were required to get to the launch.
In addition, one of the recurring themes from industry responses to NASA’s Request for Information (RFI) was the perception that because the range is controlled by the AF, the schedule is always prioritized to support DoD missions.  In fact, there are regulatory restrictions to rescheduling commercial launches in favor of DoD missions.  The team could find no evidence that any launch had been rescheduled in favor of a DoD mission.
[bookmark: _Toc354659512]Risks 
There is a risk that flight rates may not approach the levels expected by some stakeholders.  If this occurs, there will be reimbursable funds to lower range operating costs.  Issues of obsolescence will need to be dealt with in spite of this risk.
The range today does not support S-Band voice and or command uplink. To mitigate this risk, current plans are to establish the S-Band uplink capability at KSC with NASA performing the O&M functions.  Once established, the capability for S-Band uplink can be made available to range customers via normal Range Scheduling processes.


[bookmark: _Toc354659513]Design Reference Missions
Design Reference Missions (DRM) were created for the ConOps analysis to provide use-cases to assess the needs and capabilities of future range states. The DRMs were derived from current and anticipated future flight systems which could operate from the East Coast Launch Range (ECLR) by 2025. Taken in total, they would stress the planned architecture; however, they are not additive.  Not all of these DRMs will come to fruition in the timeframe considered by this study; however, each category taken independently has a logical basis for consideration. It is the role of these reference missions to test the near-term and long-term policies, concepts and architecture and to identify impediments to new systems or growth in the utilization of the future range. 
DRMs are characterized by element types, mission sector, mission profile, and launch frequency. Missions were assessed for potential demand on range capabilities and mapped to the Service Levels discussed in Section 6 for the targeted year of 2025. The DRMs were given a low, expected and high estimate for mission launch rates and serve to determine if there are sufficient resources to handle the nominal or worst-case loads. The launch rate estimates were also used in the capacity analysis discussed in Section 6.0.  The 2025 DRM mission types and estimated launch rates are summarized in Table 2. 
The DRMs for this study were developed independently of the KSC strategic master plan, but in comparison the estimated DRM launch rates align closely with the forecasts in the strategic master plan. The DRM estimated launch rates also agree with the most recently published FAA commercial launch forecast; however, the FAA forecast does not include suborbital or aeronautical types of missions.
Company names used in the descriptions are used for descriptive and example purposes and does not represent an endorsement of their product.
[bookmark: _Ref335055067][bookmark: _Toc354659655]Table 2  Mission Type Summary
	
	
	
	
	Potential Missions
Yr at ECLR
	

	#
	DRM
	Frequency Class
	Sector(s)
	Low
	Mid
	High
	Range Impact

	1
	Deep-space exploration element
	yearly
	Civil
	1
	1
	2
	Full

	2
	Deep-space robotic probe
	quarterly
	Civil
	2
	4
	7
	Full to Full + Mission Assurance

	3
	LEO/MEO satellites
	quarterly
	Civil, National Security & Private
	5
	8
	14
	Full

	4
	Crew rotation to/from space station
	quarterly
	Civil & Private
	3
	6
	10
	Full

	5
	Logistics servicing to/from space station
	monthly
	Civil & Private
	7
	11
	17
	Full

	6
	Maneuverable Orbital vehicle
	semi-annual
	National Security
	1
	2
	4
	Full 

	7
	GEO satellite
	quarterly
	Civil, National Security & Private
	2
	4
	5
	Full

	8
	Launch Vehicle T&E
	quarterly
	National Security & Private
	2
	4
	6
	Full + Mission Assurance

	9
	Suborbital tourism, research & education
	daily
	Private & Civil
	30
	60
	90
	Low

	10
	Orbital propellant depot logistics servicing
	weekly
	Private
	20
	35
	50
	Low

	11
	Aeronautical vehicle T&E and operations
	daily
	National Security & Civil
	60
	120
	200
	Low 

	 
	 
	 
	Total Missions
	133
	255
	405
	

	 
	 
	 
	Missions/week
	2.7
	5.1
	8.1
	


Ref: (a) 2012 Commercial Space transportation Forecasts – FAA Commercial Space Transportation (AST) and the Commercial Space Transportation Advisory Committee (COMSTAC)       
         (b)  Kennedy Space Center Future Development Concept
Range impact is defined as:
Full – Requires current standard ranges services for launch
Low – Requires air space and scheduling services  
Mission Assurance – Customer requires additional services beyond what is necessary for standard range services to provide added mitigation of risk.
Range impact is from the perspective of the launch day only, which uses the maximum services needed from the range, but for a relatively short time. The services that the range provides these customers are grouped into a set of “Service Levels” based on mission risk. A pictorial representation of the different DRMs is presented in Figure 31.
[bookmark: _Toc354659514][image: C:\Users\efpowel1\Desktop\1 SLS Block 1 DAC-2 Front01.png]Deep-Space Exploration Element
This reference mission represents launch campaigns for the NASA Human Exploration and Operations Mission Directorate. The core element of this DRM is the Space Launch System. By 2025, the 70MT, 100MT and 130MT variants of this launch vehicle should be fully developed and have each performed several launches. The missions will originate from LC-39B using the VAB for pre-launch integration and system verification testing. In current concepts, this will include communications and range safety system checkout. The integrated vehicle will roll out to launch pad one week prior to targeted launch date. Additional telemetry, communications and range safety system checks will occur during the 7-day pad flow. The launch azimuth will be easterly as all prospective missions are targeting deep space objects which are generally in the ecliptic plane.  This azimuth is also used to launch heavier payloads into earth orbit  The launch windows may be narrow for some elements, as the overarching concept is for the build-up of in-space mission elements for multiple re-use. As such, individual launches of the SLS will usually be targeting rendezvous and docking with pre-staged elements from prior missions by the 2025 timeframe.  By 2025, the 130MT version of SLS will likely be used for uncrewed element launches. Based on current trades, it is likely that the 70MT core vehicle configuration may be retained for crewed launches of Orion. 
Mission impact on the range could vary. There is a potential for the presence of nuclear materials for some of the in-space propulsion mission elements. Crewed launches will involve the MPCV with its attendant human safety contingency requirements. These will include abort system analysis, search and rescue standby forces, and the potential for lead range support of post-mission recovery operations.
Additional range considerations will include the increase in general public population which will accompany these infrequent but spectacular launch events. Weather condition reporting and forecasting needs for the mission may involve range-provided information, although remote site condition forecasts will likely be the responsibility of other NASA mission operations centers (JSC, MSFC).
Mission frequency is projected at one to two flights per year. This will be influenced strongly by future budgeting. The two-flight years could represent an interesting challenge for operations. For the purposes of this study, the mission profiles selected are a launch of a cryogenic propulsion system element, followed at a short interval by the crewed portion of the mission elements to maximize the mission margin by keeping the cryogenic boil-off time to an absolute minimum.  This scenario would require overlapping integration operations of both launch vehicles in the VAB, with the crewed stack ready to roll out and launch within 30 days of the uncrewed element. Each of these launches would require the range for about two days, unless there was a scrub or other delay.
[bookmark: _Toc354659515]Deep-Space Robotic Probe
This reference mission represents launch campaigns for the NASA Science Mission Directorate coordinated by the Launch Services Program. As such, these missions involve a range of conventional launch vehicles including the Atlas V, Delta IV, and potentially the Falcon 9 Heavy. 
[image: C:\Users\efpowel1\Desktop\Atlas V 551 Cargo Side01.png]Missions to the outer planets typically have a one- to two-month window in which they must launch.  For example, the Earth to Mars window repeats itself every 26 months based on the relative orbits.  Other planetary missions tend to use a gravity assist trajectory, often launching inward towards Venus to sling back around toward Earth for yet another gravitational acceleration.  Inner planetary mission launch windows tend to be longer and repeat at a shorter interval than the direct-to-Mars trajectory.
Mission azimuth will be generally due east as the targets of the probes are in the ecliptic plane of the solar system. Existing range assets have been supporting these launches for decades and there will be little difference in mission support requirements in 2025.  A full complement of range instrumentation is expected to be needed to support these missions unless the launch vehicle has migrated to AFSS.  Full use of range assets is normally less than half a day for such missions.
Mission payload demands on the range could vary.  There is high potential for the presence of nuclear materials in the spacecraft, mainly as heat sources for instruments, and for thermal electric power generation for probes to the far-outer planets. These pose a small, but potential hazard should launch vehicle breakup occur and affect range tracking and contingency response planning. 
Mission frequency could vary widely.  Targets could range from lunar observation or in-situ resource utilization, near-Earth object pathfinder probes, Mars landers, etc.  There are Mars windows in August 2024 and October 2026.  Depending on budget, it is likely that there could be two to seven deep-space mission launches per year in the long-term study timeframe.
[bookmark: _Toc354659516][image: C:\Users\efpowel1\Desktop\RBSP On Orbit01.png]LEO/MEO Satellite
This reference mission represents the deployment or sustainment of Earth observation, navigation, or communications spacecraft. These spacecraft tend to be smaller allowing the use of a wider-range of launch vehicles. Small spacecraft launched on singular missions can be served by vehicles such as Athena, Taurus, Pegasus and the new Antares.  Medium-sized spacecraft are served singly by the Falcon 9 and possibly by Stratolaunch, as Delta II will have been retired from service by the 2025 timeframe.  Alternatively, if launched in pairs or clusters, an EELV-class launcher could provide cost-effective service for small- or medium-sized craft. The GPS constellation in MEO will rely on the Delta IV, Atlas V and possibly Falcon 9.
Launch windows for these missions are generally less than an hour and repeat each day. Azimuths vary between due east to the northeastern limits of the range.  It is possible that air-launched vehicles such as Pegasus and Stratolaunch will support polar/sun-synchronous trajectories from the range in the long term.
Mission payloads pose no unusual demands on range assets.  A vertical launch from an ER pad would need a full complement of range instrumentation unless the launch vehicle has migrated to AFSS.  Pegasus and Stratolaunch and other horizontally-launched vehicles taking off from the Shuttle Landing Facility will likely demand much less range support than a vertically-launched rocket.  Typically, they will at a minimum need an FAA clearance to leave the runway.  They would then take their space vehicles well out to sea before launch.  This would require a clearance of sea space, but no range safety function.  They may or may not require ground telemetry support.
All three sectors (civil, national security and private) are represented in this DRM.  As such, it will continue to be the most frequent of the conventional-launch DRMs with five to fourteen launches per year. These missions are often the most flexible in scheduling and can be expected to be somewhat uniformly distributed over the course of a year.
[bookmark: _Toc354659517]Crew Rotation to/from Space Station
[image: C:\Users\efpowel1\Desktop\Falcon 9 Block 1 Dragon Side01.png]This reference mission represents rotations of astronauts to the ISS and private citizens’ trips to commercial orbiting space stations.  Potential launch vehicles for this service include the Atlas V, Falcon 9 and Stratolaunch. 
All crew rotation missions have attendant human safety contingency requirements. These will include abort system analysis, search and rescue standby forces, and the potential for range support of post-mission recovery operations.
Spacecraft envisioned supporting this reference mission fall into two categories – capsules or winged/lifting-bodies. Existing capsule concepts include Dragon (SpaceX), CST-100 (Boeing), Bi-Conic (Blue Origin), and recently an Orion-derivative (Lockheed Martin/ATK). Capsules fly a generally passive return trajectory and utilize parachutes for aerodynamic braking. The listed concepts are designed for landing on hard ground as opposed to MPCVs water landing, so it is possible that they could target landing within the range volume, although it is more likely that west coast landing sites will be used. The lifting-body concept, Dream Chaser (SNC), plans to use the SLF for its nominal return site. 
Launch windows for these missions will be less than 10 minutes in duration due to performance limits and orbital rendezvous requirements, but should repeat each day. Orbits for ISS missions are inclined at 51.6 degrees and launch azimuths will align with that inclination. Potential commercial space stations most likely will orbit in a different inclination, so consideration for azimuths could extend across the physical limits of the range.
ISS crew rotation missions will likely still be operating on four- to six-month centers in the 2025 timeframe. The missions will overlap in that the up-mission crew will have about a one week handover period before the down-mission crew departs the ISS and returns to the surface.  As a result, the potential impact to the range will be a launch followed five to eight days later by a landing.  A full complement of range instrumentation is expected to be needed to support these missions.
Commercial space station operations will likely have a much different profile.  If the facility is supporting microgravity-based product research, then the interval between crewed flights could be similar to the ISS missions. If the primary commercial activity is space tourism, the duration of the stay will be shorter, with flights potentially being more frequent than ISS.  It is possible that the commercial transport vehicles could operate in a taxi-like service, dropping off one crew and returning the next day to earth with the prior guests.
Landings at the SLF could require range capabilities similar to those that were employed for Shuttle landings. Remote site support may be requested by the ECLR as lead-range in planning activities for the customer.  The need for positive control (i.e., Flight Safety Systems) on re-entry vehicles landing at the ER is impacted by the return trajectories and the overall risk related to FSS activation.
[bookmark: _Toc354659518][image: C:\Users\efpowel1\Desktop\Falcon 9 Block 1 Dragon Side01.png]Logistics Servicing to/from Space Station
This reference mission represents cargo deliveries to the ISS as well as potential commercial orbiting space stations. Launch vehicles for this service include the Falcon 9 and Antares (Taurus 2).
Two spacecraft designs are currently nearing operational capability to support this reference mission.  One is a capsule concept, the SpaceX Dragon, which can not only deliver cargo, but also return a small amount of cargo within its pressurized cabin.  The other spacecraft, the Orbital Cygnus, does not have a pressurized return capability and will perform destructive reentry for trash disposal at the conclusion of each of its missions. It is likely that other spacecraft may be developed in the coming decade which can compete for the pressurized-cargo-delivery-and-return market, but these new vehicles will likely operate in a similar mode to the Dragon mission profile. The current mission concept for Dragon targets a water landing off the west coast for its recovery.  It is possible that as the crewed version of the Dragon is developed, a landing on land may become the preferred recovery mode, likely targeting a west coast desert landing site.
Servicing missions to commercial space stations will have similar operational profiles, but will depend on the orbital inclination of those outposts. A full complement of range instrumentation is expected to be needed for support.
Launch windows for these missions will be less than ten minutes in duration due to performance limits and orbital rendezvous requirements, but should repeat each day. Orbits for ISS missions are inclined at 51.6 degrees and launch azimuths will align with that inclination. Potential commercial space stations most likely will orbit in a different inclination, so launch azimuths could extend across the physical limits of the range.
ISS cargo delivery launches will likely be operating on six-week to two-month centers in the 2025 timeframe.  The missions may overlap depending on other traffic at the ISS.  Each up-mission delivery will need an open berthing port on ISS during its approach.
Commercial space station operations will likely have much different profiles.  If the station is supporting microgravity-based product research, then the interval between cargo flights could be similar to the ISS missions, but likely with a greater spread (two- to three-month centers).  If the primary commercial activity is space tourism, dedicated logistics missions may be less frequent depending on occupancy rates.  It is possible that the commercial passenger transport vehicles could also supply most of the needed consumables for their stay. But this may be inadequate if occupancy rates are higher.
[bookmark: _Toc354659519][image: C:\Users\efpowel1\Desktop\XCOR Lynx OML Iso02.png]Maneuverable Orbital Vehicle
This reference mission represents operations of a reusable uncrewed spacecraft for national security space purposes.  The mission is based on an X-37 operations profile and assumes that this becomes a fielded operational asset with on-going routine operations.  The launch vehicle is the Atlas V with an assumed set of two to three spacecraft in inventory.
Missions will be of varying duration with up to a year of on-orbit lifetime possible.  Missions may be scheduled long in advance, but will be capable of being quickly called up for an unexpected need.  It is conceivable that launch would occur within three to four weeks of call-up.
Mission inclinations will tend to be at or near the northern limits of the range to maximize the over-landmass flight of the spacecraft.  The missions will require high levels of information security.  If launched aboard an existing EELV-class launch vehicle, a full complement of range instrumentation will be needed for support.
Landings of the spacecraft could be targeted for the ECLR. The need for positive control (i.e., [Flight Safety Systems]) on re-entry vehicles landing at the ER is impacted by the return trajectories and the overall risk related to FSS activation.
[bookmark: _Toc354659520][image: C:\Users\efpowel1\Desktop\TDRS.jpg]GEO Satellite
This reference mission represents the deployment of geostationary Earth observation or communications spacecraft.  These spacecraft tend to large and heavy and have shown a historical trend to increase in size.  Example launchers include Delta IV, Atlas V and Falcon 9 (including planned Falcon 9 upgrades for horizontally-processed non-DoD payloads).  The tendency will be toward the heavy-lift versions of these vehicles.
Launch windows for these missions are generally several hours in duration governed by the hold capability of the launch vehicle and its ground systems. Mission opportunities repeat each day and azimuths are due east. 
Mission payloads pose no unusual demands on range assets. A full complement of range instrumentation will be needed to support these missions.
All three sectors (civil, national security and private) are represented in this DRM. As such, it will continue to be the one of the routine conventional-launch DRMs with two to five launches per year. These missions are somewhat flexible in scheduling and can be expected to be roughly uniformly distributed over the course of a year. Commercial missions will have some sensitivity to launch dates as they represent a large investment seeking revenue return as soon as possible.
[bookmark: _Toc354659521]Launch System Test & Evaluation (T&E)
[image: C:\Users\efpowel1\Desktop\Trident-II-D5-Missile-300x231.jpg]This reference mission represents a wide range of T&E activities.  It includes the off-shore Trident Fleet Ballistic Missile Weapons System (FBMWS) test launches from submarines, developmental ground and launch tests of new flight system elements, and early-operational launches of transitional vehicles developing a track record.
New vehicle launch campaigns for these missions are longer than routine operations due to additional incremental system testing and a higher likelihood of delays and rework attendant with the development of new technologies or systems.
Some of these missions will generally have a greater need for range support capabilities than other launches given their newness and uncertainties.  These include optical support for engineering evaluation, increased telemetry bandwidth needs for developmental flight instrumentation, and contingency tracking capabilities for failure reconstruction.  Table 1 Refers to this impact as Full + Mission Assurance.
The unproven reliability of systems will also produce an increased safety footprint around their operations.  These missions have the potential to be disruptive of other operators and to require large volumes of down-range airspace. 
Launch windows for these missions will generally be several hours in duration governed by the hold capability of the launch vehicle and its ground systems. Mission opportunities will likely repeat each day; however, troubleshooting of unplanned events during countdown increase the likelihood that scrub turnarounds may typically last more than 24 hours.  Launch azimuths will vary depending on the mission objectives, but with the increased debris footprint uncertainty, they will tend to be farther from the range limits than routine missions.
Sub-orbital trajectories will dominate these missions, but there will likely be some orbital test launches as well.  Some potential new vehicle concepts may involve active booster element “fly-back” to the SLF or Skid Strip runways.  These developmental flights have unique demands for range safety control system capabilities.
Test flight events could also be more sensitive to weather conditions given the need to collect imagery of critical launch events.  Aeronautical aspects of missions may also be more sensitive to wind speed and direction over the ocean and at targeted runways.  These may drive needs for enhancements in weather observation and forecasting capabilities.
[bookmark: _Toc354659522]Suborbital Tourism, Research & Education[image: C:\Users\efpowel1\Desktop\XCOR Lynx OML Iso02.png]
This reference mission represents a range of potential activities.  They all share in the aspect that while they reach the edge of space, none of the associated mission elements accelerate anywhere close to orbital velocities. 
The most familiar subset of this reference mission is research or educational flights of sounding rockets.  These vehicles typically have limited guidance and high thrust with short active burn duration.  Sounding rocket flight profiles will be from a coastal pad with trajectories aimed out over the ocean.  It is likely that many of these flights will involve a small recoverable payload using parachute or similar passive deceleration.  These missions have not been an active component of ER operational experience in the last decade, but are well understood. 
The crewed version of suborbital reference missions will most often be commercial tourism for paying passengers.  The flight system of reference for this mission is the White Knight 2/Spaceship 2 system being developed for Virgin Galactic.  These missions would originate from the proposed commercial area of the SLF with takeoff and flight to altitude somewhere over the Atlantic Ocean or Gulf of Mexico.  The ascent vehicle would then be released and fire its rocket engines to climb above 62 miles altitude, coasting upward in an arc and providing several minutes of weightlessness to its passengers.  The vehicle would then descend back into the atmosphere in a feathered mode and deploy its wings to provide a controlled glide back to the SLF runway.
Other similar vehicles are being developed, some of which incorporate both jet and rocket propulsion into a single vehicle.  These would have a similar flight profile to Spaceship 2 with the exception of the separate vehicles return to runway.
The aeronautical aspect of these vehicles will allow them to operate mostly in the FAA air traffic control regime, coordinating their schedules and clearances with the range.  The range impact is characterized as low.
Other concepts for suborbital tourism have been proposed which involve only rocket-powered flight.  These are typified by a vertical-takeoff and vertical-landing mode.  These flight systems would likely operate from a seacoast launch pad allowing for contingency parachute recovery if there were a propulsion systems failure.
Mission payloads (apart from potential contingency rescue scenarios) do not pose any unique requirements for the range.
The greatest effect on range operations will be the potential high frequency of missions passing through the range volume.  This could be challenging for scheduling and deconfliction of radio frequency spectrum. 
[bookmark: _Toc354659523][image: C:\Users\efpowel1\Desktop\vision spaceport.PNG]Orbital Propellant Depot Servicing
This reference mission is included to provide radically different system challenges for “what if” analysis.  The driving mission need is a key enabler of expanded human presence in the solar system – the establishment of fuel depots above the earth’s gravity well to enable fully reusable in-space exploration elements.  It would also be a foundation for growth of commercial utilization of near-earth resources.
The reference mission architecture is founded on a ground-based launch assist element that accelerates a simple upper stage with automated rendezvous and docking capability to a significant fraction of orbital velocity.  This would most likely be in the form of an electromagnetic acceleration track (“rail-gun”) with a gradual bend upward aiming out over the ocean.  The flight element provides the needed remaining Delta V to reach orbit and rendezvous with the orbital propellant depot.  The payload for the flight element is simple cryogenic tankage with either LO2 or LH2 as the transported fluid.
Rapid turnaround of the ground launch-assist element will be needed to make this an economically viable alternative to conventional rocket launch.  Assuming that a technological breakthrough provides this capability, the operation of such an orbital “slingshot” would need to run on a predictable and somewhat regular timetable.  The limited cross-range capability of such a system would drive it to launch when the orbital depot is at an accessible location.
The initial acceleration would result in a rapidly moving target with little opportunity for range tracking and control. 
If a system like this is fielded at KSC in the study timeline, it would likely be operating roughly from once a week to every 4 days.

[bookmark: _Toc354659524]Aeronautical Test & Evaluation or Operations[image: C:\Users\efpowel1\Desktop\UAV - GlobalHawk-Navy01.png]
This reference mission is included to account for the aeronautical traffic operating within or on the edges of the range.  The primary hub of aeronautical missions will be the SLF.  There will also be traffic originating from the Skid Strip.  Aeronautical systems will include commercial operations (such as ZeroG and Starfighters), logistics support (such as delivery of payloads via air transport), and also including Remotely-Piloted Vehicles (RPV) for developmental test and potentially range supplemental operations such as area surveillance.
Some aeronautical missions will be linked with suborbital tourism flights.  Some operators have proposed incorporating simulated zero-gravity flights for participants and family as part of the multi-day preparation and orientation experience for their suborbital flight.  Additionally, the suborbital pilot training market is being explored by several vendors.  Approach and landing practice similar to that used by NASA astronauts aboard the shuttle training aircraft could become a viable business at KSC.
Most aeronautical missions will not need range support capabilities and will primarily interact with the FAA air traffic control system.  Scheduling and deconfliction of R/F spectrum usage will be one likely interaction.  Other potential impacts will be use of range airspace by some mission operations.  Range impact is low to possibly none.
If KSC becomes one of the national UAV test facilities, there will likely be additional requirements levied on the range to support test flight operations.
It is difficult to predict the number of aeronautical missions in the 2025 timeframe.  It is likely at a minimum that there will be daily (often multiple daily) flight operations conducted within the range airspace.

[bookmark: _Toc354659525]Capacity Analysis
[bookmark: _Toc354659526]Introduction to Scheduling Model  
To demonstrate the challenges faced by the range when scheduling a limited set of resources, a generic scheduling model was developed.  This initial model evaluates the impacts of scheduling multiple operations using a single service queue over a period of time.  The model predicts schedule delays caused by oversubscription of a single resource that cannot be duplicated or shared.
The model’s results are based on a number of simplifying assumptions.  Based on a review of historical launch rates, the recommended architecture should be able to accommodate future launch rates with minimal impact to the customer.
This input is based on test and launch descriptions and timelines obtained from sample PRDs and other sources.  Resources required for testing and launch activities are identified along a timeline leading up to a scheduled launch.  Figure 28 shows an example of how the tests are scheduled for a routine launch mission.
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[bookmark: _Ref335055967][bookmark: _Toc354659628]Figure 28  Launch Preparation Tests with the Range
For this example, instances when telemetry resources are required before and during launch are extracted from a representative PRD.  That sequence of requests is developed into a profile for the mission class indicating the days on which the telemetry resources are needed (depicted as an “X” in the profile table above).  A two-day increment was allocated to represent the day before launch and the day of launch.  This model is not how the range operates, since a schedule request does not imply that the asset is used during that entire time of the test.  The model only considered the impacts of scheduling conflicts of just one resource.  The telemetry test schedule was used for this example, but there are several range capabilities that can be considered a single queue resource for critical operations. While redundant telemetry strings are available and used independently for non-critical support operations, the analysis uses this test schedule to demonstrate what happens when a resource can only supports one critical operation at a time, and a second concurrent critical operation request results in a conflict which must be resolved by the model.  For this model, increments of time were measured in days, so this model limits support to one, and only one, scheduled operation per day.
Figure 29 shows that at about 30 operations per year with the current ConOps, there will be increased schedule contention for resources.  The model shows the conflict in days when in fact with minor changes to the ConOps, the conflict could be reduced to hours.  Discussions with range personnel confirm that this level of mission support would start to impact their capability to support due to manning reductions over the last several years.  The historical data indicates that with two shifts of operators, the range could support in excess of 40 missions per years with minimal impacts to customers.
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[bookmark: _Ref335055981][bookmark: _Toc354659629]Figure 29  Future Missions Utilize Fewer Range Resources
Figure 30 depicts the expected vertical launch requirements from 2013 through 2025 based on the analysis of several sources with published future launch manifests.  Based on the expected launch rate never exceeding 30 launches per year, the range should be capable of meeting all launch requirements with the recommended long term architecture.  This is consistent with an analysis of the launch history for the ER.
[image: ]
[bookmark: _Ref335055992][bookmark: _Toc354659630]Figure 30  Projected Mission Forecast for Level 2-3 Activities

A recommendation of this study is that as the launch rate approaches 20 launches per year, the range and customers should consider decreasing the requirement for pre-launch activity to free up more range time on the schedule.  The decrease in pre-launch activity is a no-cost solution to the resource contention problem.  As the launch rate increases above 20 missions per year, the range should consider adding a partial second shift of range operators to relieve schedule contention.  The additional operators could be funded by the increased reimbursable funds generated by the higher utilization of range assets.




[bookmark: _Toc354659527]Needed Capabilities
This section describes the future range capabilities needed to address the stakeholder interests and range capacity limitations described in Section 6.0, Capacity Analysis. The recommended architecture through the 2025 timeframe will be able to meet all known requirements for all of the range stakeholders.  A thorough analysis of the DRMs and the associated requirements led to the architecture recommendations.  With targeted small scale modernization and sustainment projects, the range should be able to meet the projected increase in range activity. 
The different stakeholders have different agendas for the range; however, it is in the best interest of all parties to drive to a more efficient and cost effective range.  Implementation of the architecture recommendations will decrease O&M costs, reduce reconfiguration time, and improve scheduling concerns by improving throughput for the various systems.
[bookmark: _Toc354659528]Increased Capacity for Concurrent Operations
Measure of Success – The ability to support simultaneous operations (ground, launch and on-orbit) based on the predicted future launch manifest.
The review of PRDs highlighted some very important and potentially challenging shortcomings in the operation of the range.  One of these is the limited RF spectrum allocated to space operations in the S- and C-bands.  The National Telecommunications and Information Agency (NTIA) allocates about 100 MHz for space communications use in the S-band frequency spectrum around 2.2 GHz.  This is not a concern in the current range operations concept where customers down-link less than 6 Mbps of data.  In the near-term architecture, where the down-link is expected to increase to 20 Mbps, this could begin to crowd the spectrum.
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[bookmark: _Ref335205199][bookmark: _Toc354659631]Figure 31 Description of Range Impacts by DRMs

[bookmark: _Toc354659529]Public Safety
Measure of Success - The ability to protect people and resources from mishaps.
The probability of successful launches ranges from 0.959 to 0.998.  The lower bound of that range is the 15-year range of successful launches including EELVs and the Space Shuttle from 1990 – 2004.  The use of close-derivative launchers to execute a manned lunar mission would require three or four launches, with a probability of failure ranging from 3 to 21 percent. The use of the super-heavy alternatives, which would require two launches, would have a probability of failure of 2 to 10 percent (from the Congressional Budget Office Study, dated October 2006 - Alternatives for Future US Space Launch Capabilities). The 45 SW Range Safety office ensures that range operations under the range’s control and range systems that interface with customer’s launch vehicles/systems meet safety standards.
[bookmark: _Toc354659530]Minimized Cost
Measure of Success - The ability to provide optimal system capabilities with minimal cost (i.e. maximum ROI).
While different markets and missions have significantly different economics and business cases, the cost of an operation, like the average cost to launch or land an aircraft at an airport, can be quantified.  These costs must be reduced to attract and retain range customers.  
To use an aviation analogy, the goal of NASA’s Aerospace Technology Enterprise[footnoteRef:1] is to “Reduce the cost of air travel.”  This is based on new air vehicle design and on new technologies that reduce acquisition and operating costs.  Considering that air travel is a relatively mature field compared to space travel, the reductions in space travel should be at least of comparable magnitude. [1: 	Review of NASA's Aerospace Technology Enterprise: An Assessment of NASA's Aeronautics Technology Programs (2004).] 

This approach would also require development, integration and deployment of new ground systems and flight operations technologies and standards, coupled with new vehicle designs that are optimized for operability. The needs identified in this assessment should help guide long-term investment decisions.
[bookmark: _Toc354659531]Responsiveness
Measure of Success -The ability to satisfy mission milestones and launch windows.
The ECLR prepares launch vehicles, deconflicts schedules, and has the ability to launch within hours of a decision.  While individual vehicles will have different preparation timelines, the ECLR accommodates launch within four hours and provides the capability to turn around a mission after a scrub in less than 24 hours.  The ECLR is reconfigurable to support any type of operation within eight hours of supporting any other type of operation (e.g., launches of two different types of launch systems, launch of one type and landing of another).
An interim goal is for the ECLR to have the ability to support any type of operation within 12 hours of supporting any other type of operation by 2025. This goal is intended to drive more schedule responsiveness to launch customers.
[bookmark: _Toc354659532]Resource protection
Mission Success - The ability to provide physical security and information security.
The infrastructure and procedures at the ECLR have the ability to provide physical and information assurance for all system assets, logistical elements, payloads, personnel and flight elements.  Implementation of procedures and equipment will provide operational security of all flights, missions and commercial endeavors within the range.  Information security measures guarantees protection of sensitive, classified and proprietary information throughout all ECLR computing, communications and other electronic systems.
[bookmark: _Toc354659533]Efficiency
Mission Success - The ability to efficiently support customers with unique missions.
One measure of efficiency involves the ability to accommodate diverse missions with little or no unique infrastructure.  It is also important to note that standardization would reduce the costs of operation and test time making the range more efficient.  Efficiency also includes using range systems in a manner that eliminates waste and excess cost to users and the government. 




[bookmark: _Toc354659534]RANGE ON-BOARDING PROCESS
The ER currently tailors requirements for new customers as shown below Range Onboarding process.
The following figure (Figure 32) depicts the overall process a new customer uses to become a user of the ER.  There are nine functional areas of support and administration at the ER, but not every customer will have to interact with all of them.  A significant responsibility of the onboarding process is to tailor the services and requirements levied on the customer to the needs and goals of that customer.  Together, these functional areas and the onboarding process provide the support needed to ensure the ER efficiently assists the new customer and supports the success of the customer’s mission.
Each of the functional areas is explained in detail on subsequent slides.
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[bookmark: _Ref335056029][bookmark: _Toc354659632]Figure 32  New ER Customer Onboarding Process Overview
Figure 33 illustrates the initial entry of a new customer to the ER. The initial contact with the ER is made through the 45 SW Plans and Programs Office, 45 SW/XP.  Representatives from the 45 SW are available to the range customer to explain AF policy and procedures, help the customer navigate the onboarding process, and assist in meeting the customer’s mission requirements.
When the 45 SW Commander determines that the new customer’s mission is compatible with the ER mission, the onboarding process officially begins with the establishing an agreement to enable support.
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[bookmark: _Ref335056046][bookmark: _Toc354659633]Figure 33  Entry to the Range

For any program requesting to utilize the ER, some type of agreement between the ER and the customer is required. Figure 34 shows the types of agreements used for different range customers – commercial, federal government or state-sponsored.  These agreements describe the roles and responsibilities, terms and conditions, legal liabilities, financial responsibilities and insurance requirements, if applicable.  Once agreements are in place, the customer may open a financial account, known as a Job Order Number (JON) that allows the customer to fund ER support and acquisition of services.
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[bookmark: _Ref335056078][bookmark: _Toc354659634]Figure 34  Customer Agreements Process

Figure 35 and Figure 36 show the process used to determine whether a new customer will be required to use the Universal Documentation System (UDS) process.  The UDS process is documented in RCC Instruction 501-12 and 45 SWI 99-101.  The UDS is used to document customer requirements for range services and the range’s response to those requirements.  The UDS process ensures both sides understand and agree to what is expected.  The process shows three levels of documentation being exchanged between the range and customer.  It begins with the customer providing a Program introduction (PI) to the range.  The range response is called the Statement of Capability (SC).  The next level of detail is the customer providing the Program requirements Document (PRD) to the range and the range responds with the Program Support Plan (PSP), which is an assessment of the range capability to meet requirements identified in the PRD.  The final level has the customer providing the Operations Requirements (OR) document to the range and the range responds with the Operations Directive (OD) that authorizes the ER to provide the required support as documented for the mission
[image: ]
[bookmark: _Ref335056121][bookmark: _Toc354659635]Figure 35  Universal Documentation System Process (1 of 2)
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[bookmark: _Ref335056137][bookmark: _Toc354659636]Figure 36  Universal Documentation System Process (2 of 2)

Figure 37 and Figure 38 illustrate the process used to determine whether a new customer needs to complete the range safety process and how it goes about meeting range safety requirements.  If the new program could present a hazard to the public or 45 SW assets, then an initial analysis by Range Safety will be required.   A Technical Interchange Meeting (TIM) is held to gather information needed to perform the initial safety analysis.  Factors for any unpiloted, flight capable system that are considered in determining risk include but are not limited to types of propellants, quantities of propellants, engine thrust, potential launch range, debris analysis, vehicle mass, type (mission essential, general public or neighboring operations) and number of personnel, exposed resources/assets and vehicle control.  If there is determined to be a hazard to the public or range assets, this is the point where the range and customer begin to tailor the range Safety requirements.  Tailoring allows the customer to avoid having to comply with inapplicable requirements, or use an equivalent level of safety to meet compliance.
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[bookmark: _Ref335056183][bookmark: _Toc354659637]Figure 37  Range Safety System Process (1 of 2)
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[bookmark: _Ref335056185][bookmark: _Toc354659638]Figure 38  Range Safety System Process (2 of 2)

Figure 39 depicts the ER implementation of the National Environmental Protection Act.  The process determines what level of Environmental assessment and documentation will be required.  An initial review will determine if customer activities qualify for a categorical exclusion.  If not, then the action must be reviewed to document the expected impacts to the environment.
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[bookmark: _Ref335056229][bookmark: _Toc354659639]Figure 39  Environmental Assessment Process 

Figure 40 shows the process used by new customers who require use of the range’s airspace.  The 45 SW Airspace Manager assesses the customer’s requirements and the risks to the public and 45 SW assets.  If the new program is determined to be within acceptable limits and can be scheduled around other activities, then the program can be approved to fly within the range’s airspace.
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[bookmark: _Ref335056254][bookmark: _Toc354659640]Figure 40  Airspace Approval Process 

Figure 41 is a process for determining if there is a requirement for an official basing action for Federal Government customers per AFI 10-503, Strategic Basing.  Commercial space activities are exempt from the Air Force strategic basing process on 45 SW property.  When a Federal government customer establishes a permanent or recurring presence on CCAFS, this prescribed process is used to coordinate with higher headquarters and obtain necessary approvals.
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[bookmark: _Ref335056268][bookmark: _Toc354659641]Figure 41  Beddown Process

Figure 42 examines the process for obtaining miscellaneous services from the ER.  There are different requirements for government and commercial customers and this process ensures that all legal requirements are met.  It is important to note that ER policy dictates that some services must be provided by the Government (mandatory), an example being armed security guards.  If the service requested is not a mandatory Government service, a domestic source certification must be performed to ensure the ER does not unfairly compete with commercial service providers.  In some cases, another government entity, such as KSC, may provide support services.  
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[bookmark: _Ref335056286][bookmark: _Toc354659642]Figure 42  Miscellaneous Support Process

Figure 43 and Figure 44 depicts the process to provide outgrants of real property to the new ER customer.  For commercial customers, the requested property must be determined to be excess to government needs.  If the DoD cannot provide the real property, other sources, such as KSC or Space Florida, may be used by the range customer.
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[bookmark: _Ref335056305][bookmark: _Toc354659643]Figure 43  Real Property Process (1 of 2)
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[bookmark: _Ref335056310][bookmark: _Toc354659644]Figure 44  Real Property Process (2 of 2)

Most programs on the range require some type of Radio Frequency (RF) approval.  Figure 45 illustrates the process used to obtain permission to utilize RF emitting devices on the ER.  The 45th Space Communications Squadron will assist the customer to obtain the necessary national level and local approvals.
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[bookmark: _Ref335056373][bookmark: _Toc354659645]Figure 45  Radio Frequency (RF) Management Process



[bookmark: _Toc324852205][bookmark: _Toc354659535]Policy and Enabling Agreements
[bookmark: _Toc320885683][bookmark: _Toc324852206][bookmark: _Toc354659536]Near-Term Policy Focus Area
The Near-Term Policy Focus Area (PFA) of the FSD Study was established to evaluate the policy and agreement implications of possible architectural and ConOps changes to activities on the ER (refer to Figure 46).  PFA activities included investigation of overarching policy, a review of established agreements between KSC and 45 SW, policy impact benchmarking assessments, documentation of stakeholder interview responses, and identification of best practices for agreement generation. 
As part of this study, a Policy Focus Area (PFA) Team was established to accomplish the study goals.  The PFA team was comprised of representatives from ER stakeholder organizations including:
a. AF 45 SW
b. AF Space and Missile Systems Center (SMC)
c. AF Space Command (AFSPC)
d. Federal Aviation Administration (FAA)
e. NASA AF Management Office (NAMO)
f. NASA Center Planning and Development Office (CPDO)
g. NASA Commercial Crew Program (CCP)
h. NASA GSDO Program 
i. NASA HQ
j. NASA KSC
k. NASA Launch Services Program (LSP)
l. Space Florida
The PFA Team’s scope is:
“The Policy Focus Area (PFA) of the Future State Definition (FSD) Study will analyze existing policies and agreements between NASA and other governmental organizations, including the DoD, the FAA, and Space Florida, in order to make recommendations for potential policy changes.  The team will target near-term (2015) and long-term (2025) horizons for recommendations which support the FSD’s proposed future architecture and future concept of operations for both government and commercial launch systems planning to launch from Kennedy Space Center or Cape Canaveral Air Force Station.  The PFA will also serve as a resource for other studies authorized by GSDO that are directly related to range support policy and strategies. 
Team members will coordinate their respective organization’s participation in development of team topics and products, and will represent their organization at the PFA meeting.
The PFA will work closely with the Concept of Operations and Architecture Focus Area leads to ensure alignment in purpose and goals of the three focus areas.”
[image: ]
[bookmark: _Ref324847205][bookmark: _Ref319396245][bookmark: _Toc324848511][bookmark: _Toc354659646]Figure 46  FSD Study Overview
[bookmark: _Toc320885684][bookmark: _Toc324852207][bookmark: _Toc320885685][bookmark: _Toc324852208]Additionally, launch and range subject matter experts (SMEs) were consulted.  The team collaborated on study scope and direction, cooperated on agreed upon PFA activities, and sought to reach common understanding in multiple areas, including agreement definitions, stakeholder perspectives and policy impacts.  See Appendix B for common themes and differing opinions documented from stakeholder interviews.
The FSD PFA near-term report is also structured to establish policy framework for the long-term report.  This framework was developed with consideration of five policy areas.  They are:
a. Address roles and responsibilities for future range operations and capabilities
b. Address policy for range pricing and improve cost estimates for range services
c. Develop a shared decision-making process and partnership between AFSPC and GSDO for future investments
d. Increase opportunities for range funding by non-federal sources
e. Increase understanding of range scheduling processes 
[bookmark: _Toc354659537] Recommendations – An Update to the “White House Study” Recommendations 
[bookmark: _Ref324847354][bookmark: _Ref320797423][bookmark: _Toc324849183]For the near-term period (2012 – 2015), the team concluded there is no major change in NASA or ER range structure or management required to enable the FSD East Coast Launch Range (ECLR).  To establish a policy foundation for the near term, the PFA team opted to review “The Future Management and Use of the U.S. Space Launch Bases and Ranges,” a report produced in 2000 by the Interagency Working Group (IWG).  After release, the launch and range community has commonly referred to this report as the White House (WH) Study, based on co-chairmanship provided by the White House Office of Science and Technology Policy (OSTP) and the National Security Council (NSC).  The PFA Team reviewed the six recommendations provided in this report (summarized in Table 3) and considered their relevance in today’s space launch and test range environment at the ER.
[bookmark: _Ref335055154][bookmark: _Toc354659656]Table 3  White House Study Recommendations
	Recommendations from “The Future Management and Use of the U.S. Space Launch Bases and Ranges” 

	Recommendation #1:  Propose alternative management structures to allow commercial and government users of the U.S. space launch bases and ranges adequate opportunity to communicate their requirements so they can be actively considered and factored into decisions on improvements and operations with the goals of providing greater user voice and improving operational flexibility.

	Recommendation #2:  Pursue means of improving efficiencies in range operations.

	Recommendation #3:  Encourage, permit, and maximize use of nonfederal funding sources (especially from states and spaceports) for the continued maintenance and modernization of the space launch bases and ranges to meet national needs for space transportation.

	Recommendation #4:  Explore options for replacing the “excess capacity” constraint in the current policy and legal framework, while retaining priority access for national security and critical civil sector missions, to allow a more complete partnership to develop between the federal government and the U.S. commercial space sector, including states and spaceports.

	Recommendation #5:  Develop common range safety requirements for government, civil, and commercial launches at federal and nonfederal launch sites and ensure that FAA resources are commensurate with its statutory requirements and safety responsibilities.

	Recommendation #6:  The Air Force and NASA should develop a plan to examine, explore, and proceed with next-generation range technology development and demonstration, with a focused charter to improve safety, increase flexibility and capacity, and lower costs for reusable and expendable launch vehicles.  NASA should designate KSC as a National Center for next-generation RLV range technology development and demonstration, while the U.S. Air Force remains the overarching authority for Eastern and Western Range architecture.


("The Future Management and Use of the U.S. Space Launch Bases and Ranges,” report of the Interagency Working Group, 8 February 2000)
The White House Study was primarily selected because unlike many studies, actions were taken to implement the majority of its recommendations.  The White House Study’s structure focused on attaining consensus among the participating organizations to gain leadership buy-in.  The study recommendations led to task assignments to responsible organizations and a structured review approach to ensure task assignment closure.  Additional key attributes of the White House Study that remain in today’s environment include:
a. The range was defined by the systems and processes that provide direct range support to launch and test customers.  The systems include radar, telemetry, optics, range safety, positive control, communications, weather, timing and sequencing, planning and scheduling, data handling, and surveillance.  Other support (e.g., space and launch vehicle processing facilities, storage facilities, launch pads and supporting infrastructure, and utilities) was defined separately
b. A launch history described in separate eras based on major policy and program direction.  Major changes in U.S. space launch policy and programs seemed to occur on approximate five-year intervals and these changes were unpredictable beyond five years.  Examples include:  
1. In the late 1990’s the U.S. space launch market was projected to significantly grow in the upcoming decade, but the projected growth didn’t occur. 
2. The Evolved Expendable Launch Vehicle (EELV) programs, originally structured as a commercially provided launch service, required restructure and heavier government involvement and funding as a result of the flat commercial launch market.
3. Lower EELV launch rates resulted in retention of the original two EELV programs (Atlas V and Delta IV) and consolidation of both programs under a newly formed Lockheed Martin/Boeing joint venture, United Launch Alliance.
4. NASA’s Space Transportation System (STS) ended in 2010 and with the cancellation of the Constellation Program shortly afterwards, no real civil launch market exists beyond NASA’s Launch Services Program (LSP).
5. NASA’s transition to commercially structured launch programs to provide support to the International Space Station through the Commercial Crew/Cargo Program.
6. NASA’s SLS heavy-lift vehicle program for future human, deep space exploration.
[bookmark: _Toc320885687][bookmark: _Toc324852209]Of the six original recommendations, the PFA Team agreed that four are worthy of continued follow-up and they are included in three of the FSD Policy recommendations.  These recommendations are: 
a. Develop an AFSPC Range Communications Forum (WH #1, PFA #4)
b. Support AFSPC in modifying US Code Title 10 (WH #3 and WH #4, PFA #1)
c. Common Non-Flight Safety Requirements (WH #5, PFA #2)
The team also generated four (4) other recommendations that are detailed in Appendix A.
[bookmark: _Toc354659538]Current Governing Policy
[bookmark: _Toc320885688][bookmark: _Toc324852210][bookmark: _Toc354659539]Department of Defense Policy
[bookmark: _Toc320885689][bookmark: _Toc324852211]Since 1963, interaction between KSC and 45 SW on the ER has been guided by the Webb McNamara Agreement (WMA), captured as Attachment A to NMI 1052.31.  Collectively, the NAMO office and 45 SW XP office have created the Joint Operating Support Agreement (JOSA) for the purpose of providing a current document for implementation of the WMA. The JOSA does not alter the basic terms of the WMA.  The section on implementation agreements provides more details about the JOSA.  The WMA is unique to NASA/KSC and the ER. No other interface between NASA and the DoD is affected by the WMA. 
In addition to the WMA there are a number of AF documents governing the relationship between the ER and all range users. 
DoD Directive (DoDD) 3200.11, (27 Dec 2007) Major Range and Test Facility Base (MRTFB), defines how the range operates to meet the needs of testing for its range users. Air Force Instruction (AFI) 99-109, Test Resource Planning (17 May 2006), implements Air Force Policy Directive (AFPD) 99-1, Test and Evaluation, which directs management of test and evaluation (T&E) facilities, including the AF Major Range and Test Facility Bases (MRTFB).  This instruction defines MRTFB test resources; identifies types, purpose and planning processes of test resource programs, and identifies responsibilities associated with test resource planning. 
DoD 7000.14-R, Volume 11A Financial Management Regulation (FMR), DoD Financial Management Regulation, Reimbursable Operations Policy and Procedures, Chapter 12, Major Range and Test Facilities, 45 SWI 65-601, 19 March 2010, Budget Guidance and Procedures  provide range customers charging policies, implementing AFI 65-601. 
45th Space Wing Instruction (45 SWI) 10-601, 15 Nov 2004, Acceptance of New Workloads, (supersedes 45 SWI 25-202, 1 September 2000) establishes 45 SW policies, assigns responsibilities, and describes procedures for review and acceptance of new workloads.
45 SWI 25-204, 45 SW Mission Related Agreements Program (Nov 1, 2005), establishes policy, assigns responsibilities, and prescribes procedures for the development, coordination, negotiation, approval, management and maintenance of MOAs/MOUs; Base Support Attachments (BSA) of non-45 SW contracts; Space Operations Support Agreements/Commercial Space Operations Support Agreements (SOSA/ CSOSA) and local Annexes thereto, and Fixed-Price Agreements for commercial launches. This document designates 45 SW/XP as the central point of contact for all wing support agreements and charges it with the management of the 45 SW Support Agreements Program.
[bookmark: _Toc354659540]Department Of Transportation - Federal Aviation Administration
[bookmark: _Toc320885690][bookmark: _Toc324852212]A 2006 MOU (http://www.aeronautics.nasa.gov/pdf/nasa_faa_mou.pdf), between NASA and the FAA will pursue complementary goals in aviation and space transportation. These goals include aviation and space transportation safety, airspace system efficiency, environmental compatibility, international leadership, and others. Signed May 15th of 2006 by the NASA Administrator, this agreement has no expiration or review date. There is a termination clause which allows for unilateral termination by either party with 60 days’ notice.
[bookmark: _Toc354659541]State of Florida
There are several Space Act Agreements (SAAs) and MOUs that cover the policy and guidelines for interactions between NASA and the independent economic development district known as Space Florida.  The primary SAA is KCA-4318, a reimbursable umbrella SAA for Cooperative Planning and Enabling Activities at KSC.  This agreement “will allow for collaboration through specific Project Agreements between NASA KSC and Space Florida to pursue… a robust space launch complex hosting diverse compatible uses supporting the Nation’s space initiatives and promoting space business development, Spaceport operations, research and development, workforce development, and innovative education programs.”  The SAA explains roles and responsibilities of both parties and how Space Florida will reimburse NASA for projects detailed in annexes to this umbrella agreement.
[bookmark: _Toc320885693][bookmark: _Toc324852214][bookmark: _Toc354659542]Stakeholder Analysis
[bookmark: _Toc320885694][bookmark: _Toc324852215]Stakeholders from PFA Team participant organizations were interviewed to provide their perspective and insight on policy development, execution and impacts. A standard set of interview questions sought to ascertain individual knowledge and perspective on policy, modernization impact opinions, and feedback on PFA expectations and study outcomes.
The purpose was to provide the entire team with information about the different stakeholder perspectives, increase information sharing, uncover policy germane to stakeholder organizations, and provide areas of exploration to be addressed by the PFA through the course of the study. Feedback received directly informed team understanding, and assisted in PFA study execution and recommendations. Synthesized data was separated into three categories: common themes, differing opinions, and stakeholder recommendations.  Some recommendations were included by the PFA team in its near-term and long term analysis.
[bookmark: _Toc354659543]Policy and Agreement Basics
Implementation of policy can be accomplished through enactment of various types of agreements.  A large portion of this study was spent reviewing agreements that have been executed between NASA KSC, the 45 SW and other ER stakeholders. The study team began this assessment by first establishing agreement basics for the PFA. Similarities and differences between AF and NASA agreements were evaluated.  It was determined that these agreements can be segmented into two categories, resource committing agreements and non-resource committing agreements. This section describes the varying definitions of agreements between organizations (refer to Figure 47).
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[bookmark: _Ref324839248][bookmark: _Ref319414182][bookmark: _Toc324848513][bookmark: _Toc354659647]Figure 47  Agreements Overview 

NASA’s primary means of executing agreements with other organizations is the establishment of SAAs. The term “agreement” in its broadest context includes any transaction the Space Act authorizes NASA to conclude (i.e., contracts, leases, grants, cooperative agreements or other transactions).  Agreements establish a set of legally enforceable promises between NASA and the partner to the SAA requiring a commitment of NASA or partner resources (including goods, services, facilities or equipment) to accomplish stated objectives (SAA NAII1050.1).
Support Agreements administered by the AF are normally documented on DD Form 1144 and are known as intra-governmental agreements when they are between the AF and a non-DoD federal activity (AFI25-201).  Additional methods of accomplishing agreements are through MOAs and MOUs.  Most MOAs and MOUs are used to define areas of broad agreement between two or more parties.  MOAs are memorandums that define general areas of conditional agreement between two or more parties – the actions of one party depend on what the other party does (e.g., one party agrees to provide support if the other party provides the materials).  MOUs are memorandums that define general areas of understanding between two or more parties – explains what each party plans to do; however, what each party does is not dependent on the actions of the other party (e.g., does not require reimbursement or other support from receiver).  (AFI 25-201).
[bookmark: _Toc354659544]Agreements Best Practices
The team researched agreements best practices to assist in developing new agreements to replace existing or outdated documents.  These best practices are included in Appendix E.


[bookmark: _Toc324852222][bookmark: _Toc354659545]Conclusion
As a result of hard work, collaboration and teamwork between NASA, the AF and the supporting contractor, the FSD Study has concluded.  When the idea for the study was formulated in 2009, the differences between the AF and NASA positions with regard to the future range architecture were seemingly unbridgeable.  Over the last few years, there has been a steady move toward convergence from the view of the architecture and this report reflects that convergence.  The study has concluded that the AF’s current ER architecture if sustained/and or modernized can support the majority of the study-defined requirements through 2015 and beyond.  The Air Force’s FFSS Study recommended that AFSPC support the 2015 ER baseline into the future. However, new requirements have created some capability gaps identified by the FSD study will need to be rectified to meet the expected 2015 requirements.
AFSPC has determined a need for a Capabilities Based Assessment (CBA).  The NASA FSD team believes the major cost savings will be identified in the non-materiel solutions area of the CBA that will support stabilization and affordability of the ER architecture and related O&M costs.
While the study has focused on the ER, the AFSPC ranges face a very challenging future from which to execute the changes to the country’s space launch needs.  Current delays in awarding the follow-on contract for the Operations and Maintenance (O&M) and Engineering sustainment of the ranges is inhibiting the execution of numerous range sustainment and modernization projects.  The Launch and Test Range Integrated Support Contract (LISC) is years past the expected award date and is impacting the ability to get work done on the range.  If this continues, NASA funding for range capability projects may be jeopardized and work on the range will continue to be negatively impacted. 
Architecture
The range continues to operate with systems that are antiquated and need to be modernized.  The team has been unable to identify an executable plan to get the range upgraded.    Instrumentation modernization projects are years behind the anticipated delivery schedule.  Most of the instrumentation antenna systems are at least 40 years old and are past the expected usable life for this type of system.  There are 40 Architecture recommendations in Appendix A that specifically deal with the sustainment of critical systems on the range that the team believes must be implemented to ensure range capabilities into the future.  The team recommends the AF and NASA prioritize these projects for funding and execution to ensure the long term viability of the range.
The range capability gaps, created by new requirements and identified in this study include the need to receive and process up to 20 Mbps telemetry data rates, S-band RF downlink capability at the SLF, S-band Uplink to crewed and un-crewed launch vehicles, and the continuation of the Central Command Remoting System (CCRS) upgrade to provide EFTS capability.  The 20 Mbps telemetry data rate and CCRS upgrades are current AF projects.  NASA and the AF should make execution of these projects a high priority. 
ConOps
The team documented the current ConOps for the range as a pre-cursor to the long term efforts. The team developed Design Reference Missions (DRMs) to identify possible types of future customers of the range.  Based on an analysis of the DRMs and range history, the team believes the current range, with minimal changes to the current ConOps to eliminate unnecessary pre-launch activity will be capable of meeting all known future requirements, assuming the capability gaps identified in the Near Term Architecture are rectified.  
The team also endorses the 45 SW process for on-boarding new customers.  The team believes this process should be available for future customers to eliminate misconceptions about the range and to inform the process.  The team recommends KSC undertake a similar method for documenting and disseminating its on boarding process. This process should be made available to any potential new customer so they can more fully understand the process and the requirements that must be met to use the range.
Policy
The Policy team identified 10 Policy/ConOps Recommendations during the study which are contained in Appendix A.  Some of these recommendations, while controversial, are aimed at removing ambiguity in the current over-arching policies that govern 45 SW and KSC interactions.  Others are aimed at resolving differences in AF and NASA policies in the areas of ground and payload processing safety.  The team recommends NASA consider allowing the tailoring of their safety requirements similar to the current AF safety requirement tailoring process.
The team conducted an in-depth look at the agreements between the AF and NASA-KSC and reports the current agreements are either up to date or are being revised to take into consideration recent changes in operations.  The NASA Agreements Management Office (NAMO) and the 45 SW Plans and Programs Office (45SW/XP) should be commended for their efforts in this area.


[bookmark: _Toc324848824][bookmark: _Toc354659546]APPENDIX A
FSD Prioritized Recommendations
Near Term
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[bookmark: _Toc354659547]APPENDIX B
Stakeholder Feedback
[bookmark: _Toc320885703]B1.0	Common Themes
Common themes represent areas where the team strove to establish common understanding. These concepts are comprised of interview feedback that was voiced by multiple sources.  The team understands this data is raw in nature and no effort was made to change or validate the inputs received from the community.
[bookmark: _Toc324849184][bookmark: _Toc354659657]Table 4  PFA Interview Feedback Common Themes
	Theme
	Summary Feedback Received

	Webb McNamara – the overarching agreement from which all Range Safety MOAs, JOPs and JOSA have been developed
	a. Subject to interpretation; needs to be more definitive
b. Is it still relevant? Obsolete? Replaced with something current?
c. While it served its purpose when originally signed in 1963, many changes have occurred over the years and the approach adopted then may not be the best approach going forward for 21 CGS
d. Environment is different than when governing policy was enacted
1. Technology is different
2. FAA was not a player 50 years ago
e. At one time KSC and 45 SW were to conduct themselves as partners in the launch business; current practice suggests that KSC tends to be treated as a range customer and not a partner
f. Smaller budgets may be indicative of right time for change
g. Needs to be revisited, analyzed for applicability to current environment, and possibly revised

	Interrelation – better communication and coordination between 45 SW, NASA KSC, and other players in general, and on range modernization, is needed
	a. The key focus of the FSD policy team should be on identifying areas where NASA and the Air Force can work together to avoid duplication of effort, improve efficiency, and enable each to accomplish its own missions and meet its own goals
b. This includes reduction of processes (different and redundant) and better ability to share resources and gain better efficiencies
c. Common configuration management, common support services, and better communications among modernization efforts
d. Common goals and participation/cooperation/partnership are especially important in the context of the current diminishing resource environment

	Synergy – conflicts between 45 SW and NASA KSC documentation should be eliminated to help commercial partners
	a. There should be a simplified standardized onboarding process between NASA and AF for commercial partners, instead of separate ground
b. Need to make process easier, clearer, effective, and efficient for customers to deal with unified range 
c. The environment should be inviting to commercial providers, with fair priorities
d. What worked in the past may not be appropriate now
e. Reduction of “red tape” could enable cost savings
f. Current situation may be "perfect storm" to address range issues
1. Multiple agencies may not be needed to run ER
2. The oversight, regulation, government influence on the ER/WR need to be reduced

	Requirements – clearly stated list of requirements that outlines what is needed from the range for this program
	a. Need to understand who is going to pay for implementation of requirements
b. Need to understand what requirements the range is going to be asked to perform to

	Commercial Partners – need to understand commercial partner perspective
	a. They see policy problems earlier in the process than government
b. FSD needs to talk to commercial partners, solicit their input, and identify their requirements
1. RFI, Public meeting, ‘Industry day’ like event 
c. Need to communicate information and study results to commercial partners

	The Study – there are too many studies that don't lead to action
	a. FSD study needs to be a program of action that doesn't lead to more studies
b. There is a need to formalize definitions for FSD and seek agreement across community
c. Policy Team  participation – need to get the right AF and NASA participants together (at the right levels) who can make decisions on behalf of the respective agencies

	JBOSC – Policy should be partnership
	a. NASA and the Air Force should learn from JBOSC experience, and go beyond the scope of it
b. Rotating chairperson - JBOSC partnership board?

	Expected Outcomes of Study
	a. Need to review existing 45 SW and NASA KSC policies, regulations, MOAs, etc. 
1. Determine if any of the existing policies, regulations, MOAs can be eliminated or shortened
2. Determine the adequacy of current policy to enable an effective partnership between 21 CGS and 45 SW on future range infrastructure improvements
3. Solution set to include modifications of current policies and perhaps even new policies to enable the overarching goal
b. Determine where collaboration makes sense, learn from the past to ensure the greatest chances for success
c. Develop a policy and architectural plan that uses COTS (low risk) industry standard solutions to modernize both LTRS and Launch Base Infrastructure
d. To determine the mechanics of a framework for cooperation between AF and NASA on modernizing LTRS
e. Focus on benchmarks that are attainable rather than focusing on the desired end-state which may or may not come to fruition
f. Identify the projects that are necessary and determine if NASA should fund, AF should fund, or both should fund
g. Help NASA/AF become an environment where commercial support is the norm
h. Ensure discussions include CCAFS and KSC land use, boundaries, base infrastructure, roads, security at the coastline, sewer, utilities, real property, processing facilities, launch vehicles, etc. – more than just range instrumentation at ER
i. A clear requirements list from NASA that states what NASA needs from the range



[bookmark: _Toc320885704]B1.2	Differing Opinions
Differing opinions represent areas where there is potential for discord between respondents. These concepts are comprised of feedback that was provided by one source but wasn’t necessarily corroborated by multiple sources of input. In some cases, feedback in this section may be contrary to feedback outlined in the common themes section.
[bookmark: _Toc324849185][bookmark: _Toc354659658]Table 5  PFA Interview Feedback Differing Opinions
	Area
	Summary Feedback Received

	Order of the Study
	· Architecture and CONOPS need fidelity before we can suggest changes for policy
· This early in the project, you need to focus on architecture, CONOPS and policy...in that order
	· Policy should drive Con Ops (establishes rules and environment for operations)
· Can they be worked concurrently?

	Webb McNamara
	· If changes are required, let Congress decide 
· Staffers can draft the changes
	· Changes are required
· Update should be worked at 45 SW/KSC level

	Relationship
	· AF sees KSC as minimal, not as partner
· KSC and CCAFS are competitors
	· Policy should be partnership
· Partnership board - Help to prioritize mission importance
· Establish a voting system

	Policy Formulation / Implementation
	· Even with agreement between NASA and AF counterparts, it will be difficult to craft new MOAs
· Potential difficulty exists resulting from the nature of coordination/agreement between DoD and non-DoD policy
· AFSPC sets the policies that 45 SW implements, and AFSPC/A3R should be the primary focus for policy discussions with NASA involving ER, CCAFS, and KSC
· The 45 SW role should be to identify impacts, constraint, etc., in the context of day-to-day operations
· Range policy and CONOPS need to be changed for range to be successful
· Need to be able to handle multiple systems and launches simultaneously 
· Need opportunity for launches to keep schedules
· Lowest cost and least regulatory has best chance of attracting providers (duplication of requirements doesn't help)

	Policy Questions
	· Where is policy initiated for all stakeholder organizations?
· What is the process for policy change within organizations?
· How best to enable policy change? From the top?

	Range Modernization
	· Modernization will benefit the users
· Modernization of the range is vital to both NASA/KSC and the 45 SW
· So much of what is done today will impact the ability for future Government and commercial launch programs alike and are essential for our country
· It impacts NASA as a Range customer assuming the improvements result in improved launch availability
· New state of KSC should be multi-user facility, serving commercial and government
· Perhaps range modernization could lure more commercial companies to launch at CCAFS, but only if the addition of these new capabilities does not also introduce new bureaucratic red tape and additional costs for the customers
· Modernization efforts will only be successful if there are measures for accountability for all parties involved in the future state definition of the range


· More modernization for less cost, green range with less downtime and more sustainability…these would mean for more success in future budget battles
· A success story would mean more support from AFSPC, AF HQ and others

	Range Financing and Cost
	· What are the requirements that the range is going to be asked to perform?
· Who is going to pay for implementation of these requirements?
· Why doesn't the federal government pay for range costs?
· Some estimate less than 5% of mission cost

	Range Safety
	· In aviation, pilot is held responsible for aircraft 
· Can this philosophy be applied to commercial space launch, the commercial company is responsible for safety…not the range
· Both NASA and AF are getting better at creating Industrial Operating Zones (IOZs)
· Critical to changes in space approach
· Contain everything within your boundary/fence line, and safety is your responsibility	

	Florida Launch Range (FLR) Concept
	· Establishing the FLR is a concept to provide services to the nation
· Could be a zone within the Eastern Range or KSC
· Clear roles and responsibilities are required to define the FLR
· Who owns it?
· How will customers use it?
· Can there be a central launch services agency for the range?





[bookmark: _Toc324848826]
[bookmark: _Toc354659548]APPENDIX C
Acronyms and Abbreviations
	45 SW
	45th Space Wing

	45 SWI
	45th Space Wing Instruction

	45 WS
	45th Weather Squadron

	AA2
	Ascent Abort 2

	ADS-B
	Automatic Dependent Surveillance-Broadcast

	AF
	Air Force

	AFA
	Architecture Focus Area

	AFB
	Air Force Base

	AFER
	Air Force Eastern Range

	AFI
	Air Force Instruction

	AFMC
	Air Force Material Command

	AFPD
	Air Force Policy Directive

	AFSPC
	Air Force Space Command

	AFSS
	Autonomous Flight Safety System

	AIM
	Architecture Integration and Management

	ATB
	Abort Test Booster

	ATC
	Air Traffic Control

	AZ
	Azimuth

	BSA
	Base Support Attachment

	CA
	California

	CCAFS
	Cape Canaveral Air Force Station

	CCDev
	Commercial Crew Development

	CCP
	Commercial Crew Program

	CCRS
	Central Command Remoting System

	CFA
	CONOPS Focus Area

	Comm
	Communications

	CONOPS
	Concept of Operations

	CPDO
	Center Planning and Development Office

	CRS
	Cargo Resupply Service

	CSOSA
	Commercial Space Operations Support Agreement

	CTPS
	Consolidated Telemetry Processing System

	DOAMS
	Distant Object Attitude Measurement System

	DOC
	Delta Operations Center

	DoD
	Department of Defense

	DoDAF
	Department of Defense Architecture Framework

	DRM
	Design Reference Mission

	DRSD
	Distributed Range Safety Display

	DRWP
	Doppler Radar Wind Profiler

	ECLR
	East Coast Launch Range

	EELV
	Evolved Expendable Launch Vehicle

	EFT-1
	Enhanced Flight Test 1

	EFTS
	Enhanced Flight Termination System

	ER
	Eastern Range

	FAA
	Federal Aviation Administration

	FBMWS
	Fleet Ballistic Missile Weapons System

	FDC
	Future Development Concept

	FFSS
	Future Flight Safety Strategy

	FLANG
	Florida Air National Guard

	FMR
	Financial Management Regulation

	FOV-1
	Flight Operations Version-1

	FSD
	Future State Definition

	FTA
	Flight Test Article

	FTS
	Flight Termination System

	GPS
	Global Positioning System

	GSDO
	Ground Systems Development and Operations

	HQ
	Headquarters

	IA
	Information Assurance

	IIP
	Instantaneous Impact Position

	INSEG
	Instrumentation Segment

	IPL
	Integrated Project List

	IPT
	Integrated Process Team

	IPV
	Internet Protocol Version

	IRIG-B
	Inter-Range Instrumentation Group Time Code Format B

	ISS
	International Space Station

	IWG
	Interagency Working Group

	JDMTA
	Jonathan Dickinson Missile Tracking Annex

	JOSA
	Joint Operating Support Agreement

	JSC
	Johnson Space Center

	Kft
	Kilofeet

	KSC
	Kennedy Space Center

	LC
	Launch Complex

	LEO
	Low Earth Orbit

	LET
	Launch Enterprise Transformation

	LISC
	LTRS Integrated Services Contract

	LLCC
	Lightning Launch Commit Criteria

	LOI
	Letter of Intent

	LSP
	Launch Services Program

	LTRS
	Launch and Test Range Systems

	Mbps
	Megabits per second

	MCC
	Mission Control Center

	MFCO
	Mission Flight Control Officer

	MHz
	Megahertz

	MILA
	Merritt Island Launch Annex

	MIPR
	Missile Instrumentation Precision Radar

	MLB
	Melbourne, Florida

	MOA
	Memorandum of Agreement

	MOC
	Morrell Operations Center

	MOTR
	Multiple Object Tracking Radar

	MOU
	Memorandum of Understanding

	MPCV
	Multi-Purpose Crew Vehicle

	MRTFB
	Major Range and Test Facility Base

	MSFC
	Marshall Space Flight Center

	MT
	Megaton

	NAMO
	NASA AF Management Office

	NASA
	National Aeronautics and Space Administration

	NAWC-WD
	Naval Air Warfare Center–Weapons Division

	NDR
	NASA Diagnostic Radar

	NEXRAD
	Next Generation Weather Radar

	NISN
	NASA Integrated Services Network

	NOAA
	National Oceanic and Atmospheric Administration

	NRO
	National Reconnaissance Office

	NSA
	National Security Agency

	NTIA
	National Telecommunications and Information Agency

	NWS
	National Weather Service

	O&C
	Operations and Checkout

	O&M
	Operations and Maintenance

	OBON
	One Base One Network

	OFI
	Operational Flight Instrumentation

	ORD
	Operational Requirements Document

	OSTP
	Office of Science and Technology Policy

	PFA
	Policy and Enabling Agreements Focus Area

	POD
	Point of Departure

	PP
	Present Position

	PPD-4
	Presidential Policy Directive 4

	PPLAN
	Programming Plan

	PRD
	Program Requirements Document

	RCC
	Range Commanders Council

	RF
	Radio Frequency

	RFI
	Request for Information

	RFTS
	RF Test Set

	RLV
	Reusable Launch Vehicle

	ROSA
	Radar Open System Architecture

	RS
	Requirement Statement

	RSA
	Range Standardization and Automation

	RSC
	Range Safety Critical

	SAA
	Space Act Agreement

	SLF
	Shuttle Landing Facility

	SLS
	Space Launch System

	SMC
	Space and Missile Systems Center

	SME
	Subject Matter Expert(s)

	SMG
	Spaceflight Meteorology Group

	SOC
	Support Operations Center

	SOSA
	Space Operations Support Agreement

	SPOF
	Single Point of Failure

	SSA
	S-band Single Access

	SSP
	Strategic Systems Programs

	STARS
	Standard Terminal Automation Replacement System

	STS
	Space Transportation System

	T&E
	Test and Evaluation

	TBD
	To Be Determined

	TCATS
	Transportable Command and Telemetry System

	TDRSS
	Tracking and Data Relay Satellite Services

	TGRS
	Translated GPS Range System

	TIM
	Technical Interchange Meeting

	UAV
	Unmanned Aerial Vehicle

	UCS
	Universal Camera Site

	UDS
	Universal Documentation System

	UHF
	Ultra High Frequency

	VA
	Virginia

	VAB
	Vertical Assembly Building

	VAFB
	Vandenberg Air Force Base

	WFF
	Wallops Flight Facility

	WH
	White House

	WINDS
	Weather Information Network Display System

	WMA
	Webb McNamara Agreement

	WR
	Western Range

	WS
	Weapon System

	WS
	Weather Squadron
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Agreements Best Practices
[bookmark: _Toc320885695][bookmark: _Toc324852216]Agreement Best Practices
[bookmark: _Toc320885696][bookmark: _Toc324852217]Pre-Agreement Best Practices 
Before policy or an agreement can be established, a solid foundation for analyzing, evaluating, and pursuing an agreement needs to be in place. This section discusses procedural best practices that should be considered when developing cross-cutting policy or other agreements across government agencies.
[bookmark: _Toc320885697][bookmark: _Toc324852218]Collaborative Agreement-Seeking Processes
These best practices are applicable in situations where individuals representing different interests are trying to find a solution that works for all through negotiation. This can be valuable in situations where policy affecting multiple agencies needs to be enacted.
The processes these guidelines address have the following attributes: 
a. Participants represent stakeholder groups or interests, and not simply themselves,
b. All necessary interests are represented or at least supportive of the discussions,
c. Participants share responsibility for both process and outcome,
d. An impartial facilitator, accountable to all participants, manages the process, and
e. The intent is to make decisions through consensus rather than by voting.
Given the current separation of functions and roles that exist on the ER, a collaborative process may be appropriate for high-level agreement seeking or establishment of new or updated policy.  Some of the key points are listed here.
a. Consider whether a collaborative agreement-seeking approach is appropriate
1. Stakeholders should be supportive of the process and willing and able to participate
2. Agency leaders should support the process and ensure sufficient resources to convene the process
b. An assessment should precede a collaborative agreement-seeking process
c. Ground rules should be mutually agreed upon by all participants, and not established solely by the sponsoring agency
d. The sponsoring agency should ensure the facilitator's neutrality and accountability to all participants
e. The agency and participants should plan for implementation of the agreement from the beginning of the process
f. Policies Governing These Processes Should Not Be Overly Prescriptive
(Report and Recommendations of the SPIDR Environment/Public Disputes Sector Critical Issues Committee Adopted by the SPIDR Board January 1997, "Best Practices for Government Agencies - Guidelines for Using Collaborative Agreement-Seeking Processes", 1997)
[bookmark: _Toc320885698][bookmark: _Toc324852219]Additional Pre-Agreement Best Practices
Outside of a collaborative agreement seeking process, other best practices can be incorporated in an agreement development process. These best practices relate to activities that can be used to help establish agreement content.
As with the collaborative agreement-seeking process, achieving full buy-in on agreement expectations and parameters is beneficial. Without some degree of stakeholder buy-in upfront it can be challenging to accomplish during negotiation activities. This can also derail intended outcomes and increase the amount of time necessary to execute an agreement. This is extremely critical in environments where staffing turnover can affect agreement negotiation timeliness. 
Having a baseline set of agreements or lessons learned from successful agreements can also be useful when drafting agreement content. Leveraging comparable agreements that have proven successful in a prior engagement and using those agreements to develop a template may increase chances of desired accomplishments.  This also includes doing extensive analysis on proposed agreement components to understand implications of what is being proposed on stakeholder organizations.
Terminology to be used between dissimilar organizations should be agreed upon and synergized before significant agreement content is generated. Accomplishing mutual understanding reduces the opportunity for confusion and misinterpretation between stakeholder organizations.
[bookmark: _Toc320885699][bookmark: _Toc324852220]Best Practices for Policy Agreement Structure (Agreement Template) 
Agreement content varies based on the desired function. Though the intention may be to achieve different results, all policy agreements should adhere to a basic structure.  KSC and 45 SW have policy guidelines/instructions at the local and HQ levels. Both NASA and AF agreements are based on a basic set of components; commonalities exist for both agencies regarding creating, maintaining, and terminating agreements. Based on analysis accomplished in this assessment, essential components were identified as required content and main points are identified in the following:
a. Title, Purpose, Scope, and General Concepts of the agreement
b. Authority of this Agreement and subsequent impact to pre-existing agreements
c. Roles and Responsibilities, Functional Relationships, and Management of Resources
d. Funding, Reimbursement, and Financial Responsibilities
e. Articulation of Benchmarks, Targets, and Metrics
f. Specific legal provisions to protect the interests of the Agreement Partners
g. Agreement review process and termination clause
h. Communication protocols and key Point of Contacts/decision makers
[bookmark: _Toc320885700][bookmark: _Toc324852221]Agreement Management Best Practices
Once an agreement has been executed, the management of the agreement becomes critical. Effective management of an agreement ensures that all stakeholder parties adhere to agreement purpose and responsibilities.  Ineffective agreement management increases the risk of reduced accountability and accomplishment of agreement goals. This section provides best practices to consider in agreement management.
a. Oversight committee and the resolution of conflicts
b. Agreement manager and review process
c. Effective information storage
d. [bookmark: _Toc320885705]Level-set the requirements for a periodic review 
Stakeholders were also questioned about recommended actions and suggestions that the policy team should take into consideration. This section contains a summary of recommendations that helped shape the PFA teams study approach.
Stakeholder Recommendations
The following section contains some recommendations from stakeholders on the range who participated in PFA interviews.  Most of these relevant issues are dispositioned in the report.
a. Review existing 45 SW and NASA KSC policies, regulations, MOAs, etc.
1. Identify past agreements that are overcome by events, superseded, or should be deleted
2. Clearly identify the new agreements that replace older ones
3. Rescind or otherwise agree to eliminate old or irrelevant documents
4. Determine whether the Webb McNamara Agreement is still relevant, or whether it is obsolete and should be replaced with something current
5. Eliminate, if possible, conflicts between 45 SW and NASA KSC documentation
b. Invite team members to discuss policy implications on their organizations 
c. Develop a policy and architectural plan that uses COTS (low risk) industry standard solutions to modernize both LTRS and Launch Base Infrastructure
d. Develop an MOA/MOU and Charter to define roles and responsibilities
e. Develop an architectural vision and determine the priority scheme for each project and the timeline for completion
f. Policy Team needs to come to a better common understanding of where we are going and what the desired final outcome is
g. Discuss whether there are activities that stakeholders should be organized around that there currently isn't an agreement in place for
1. That is to say, “there is currently no agreement that does X”
2. e.g., standardized onboarding for commercial partners
3. FAA agreements needed?
4. Is there anything in work?
h. Conduct environmental study to evaluate the difference in environment between now and when governing policies were enacted
i. Look at difference in the primary organizations participating in FSD
1. Look at the organizations’ requirements/missions (i.e., AF - protect and defend, NASA - science and technology)
a) Requirements differ based on the role of the organization
b) Webb McNamara lays out the responsibilities and establishes accountability of the involved agencies
j. Look at different types of space launch to determine commonalities and application
1. NSS
2. Civil
3. Commercial space launch
4. DOD T&E programs
k. Let industry and users be part of the solution 
1. Publish draft set of policy proposals vetted through groups like COMSTAC
2. Talk to users (NRO, other government, MDA, NOAA)-- common goals don't achieve common policy
l. Allow for phased development of policy, learn from previous mistakes.




[bookmark: _Toc354659551]Appendix F
Benchmarking Data



[bookmark: _Toc343601990]The team compiled the interview data and sent it back to the visited ranges for validation. The data is raw in nature and no effort was made to change or editorialize the responses received from the visited ranges.
	Focus Area/Site
	Point Mugu
	Wallops
	Vandenberg
	Eastern Range
	Dryden
	Mohave

	Architecture

	Define current capabilities.  (Get a Range User handbook or other documentation if available)
	Range provided 3 copies of user hand book on CD
	FSD has the WFF Range Users Handbook. For specific details contact Barton Bull. Rob Hurley has the Mobile System information PowerPoint. 
	Handbook available
	a handbook had been used previously. Action taken to provide a copy to the team. discussed the Instrumentation handbook on SharePoint
	Handbook available
	Brochure provided

	Modernization Projects – How are they programmed and completed?
	Range has local control of all projects. Change Control Board approves and provides fund for projects. Authority and accountability at CE level.
	New needs are user-based and user-funded for the most part.
Examples of a non-user project are the Mission Operations Voice Enhancement (MOVE) intercom system for a NASA-wide effort and got NASA-only funding. Another example is the gantry that was constructed by the ORS program to create a capability to support Minotaur class ELVs.  AF paid for the gantry but it is owned by WFF.  Another example is when MDA needed capability in excess of the existing Range capability to ingest/process 300mb/sec telemetry data for a sounding rocket operation; they paid WFF to design and build the system and when their mission was done, the system was added to the portfolio of support systems available for all range customers.   In cases like this we can choose to participate in the development to make the resulting products ‘more multi-mission-applicable’.  Most new/upgrades are for specific range support projects. Range Depot Level system maintenance is done an annual (or multi-annual) schedule through a range contract (IRSP) and an example is major antenna maintenance. The WFF “State of the Health” chart (showing 0-2 years, 3-5,) tracks risk of failures of system.
	Funded by AFSPC and IPL(Integrated Projects List)
	Two methods discussed: bottoms up- not officially programmed (through RS statement and IPL) and downward directed through SMC. Downward directed Worked with LTRS P-Plan. Talked differences of funding 3080 Procurement for deliverable end items (upfront money 3-year usage) and 3400 O &M money (one year money). ER looking at contracting vehicles for modernization and standardizing user requirements. 
2003 ORD is most current ORD
	WATR business manager maintains a 5-year roadmap of projects, their estimated cost, and the timeframe for implementation. (Sample page included as Attachment 2)
	Through East Kern Airport Authority

	New Requirements/Programs – How are they defined, funded, captured and executed?
	Defined locally, approved by CCB, engineered, implemented and maintained by local government engineering.
	UDS, RCC docs can be provided to users and WFF has a single WFF POC a Project Manager (PM), they are empowered to do these things like capture requirements.  The PM serve as the sole pathway for all range services….we are told this is similar to the function of an LSIM but they have access to Range services as well as integration/ground services.
Modeling of the mission done upfront and used to explore options for range requirements/tracking/etc.
Tailoring has RSO final say on SE requirements, and other requirements have the PM, customer, SE Lead, TD, and Range Manager coordination. The tailoring results in the 7120.5 Project Compliant plan. 
WFF can use equivalent level of safety (ELS) method/document.
	Depends on complexity of requirements. Most provided to XP and pushed through UDS/Range process.
	Requirements statement process is used to place projects on IPL. Priorities assigned and funding determined based on priority. And user need and users ability to pay.
	Each project included in the roadmap has a Procurement Request ready in order to implement as soon as funding is available. Projects can be initiated by inputs from the Range Commander’s Council, Alliance meetings, or other sources
	Informal.  No real paperwork

	What is the reaction time for changes to Range configuration?
	
	From mission to mission where changes do not require engineering change (only setup change), we can shift from a small sounding rocket to a missile in a few hours…it is usually driven by the countdown rather than a range limitation.  For similar missions (such as from one sounding rocket configuration to another) we can do it within 20 minutes of mission end.  If we can work with the project closely as with ‘salvo’ missions, turnaround can be as quick as 2-3 minutes….so we can turnaround and launch the ‘next’ one while the current one is still in the air.
	Depends on complexity of the change request
	Driven by other factors: extent of change, IA, etc. R. Bailey thought it took about 24 months to change configuration.
	Standard time is 3-4 years from project proposal to implementation. As an example, the flight termination system went through the required project reviews (PDR, CDR, etc.) and $1.9M in funded was provided by the AF to NASA. The project was approved by the WATR CCB.
	They do not change configuration

	Configuration Management/Documentation Management – What is critical
	Document Management is handled via a repository. Configuration Management is handled through Test Track Pro
	Both are critical and there is a specific CM person. 
Depend on age of systems, the level of CM can be at the box level or pin level. People are KEY. They are informed and are guided by the Engineering Lead. 
Freeze configuration?  Yes but can break config and get back to the config because they trust the expert (the Engineering Lead), and the tests that are typically integrated into most normal counts.
Additional risk? No, all are typically tested again in the count.
	Same as ER
	More rigor, logistics tail, Cost drivers, weapon system requirements, spares, admin verses operation comm. Possible need for tailoring to meet specific customer’s needs.
Being a weapons system is a funding source. V. Beard say they are working on some things (SLRS?? life extension)
	Configuration management responsibilities are defined by Dryden Policy Directive (DPD)-8040.1-001
	What is exchanged before operations? How many people? How much propellant

	Interface with other Ranges – How is it controlled/supported?  IA issues?
	Interface to other 3 ranges is handled through scheduling process. Decision meetings are held to address user needs and to determine which range has the lead for particular ops.
	MOU and MOA, but prefer MOAs. Signed typically at Range Manager-level to keep it responsive and useable.
IA is a problem; expensive and are on a system by system basis. At WFF, not seen in the instrumentation systems very much now, but see it coming. 
Mission network is separate from Admin network; there is an air gap.
NASA audits every two years and WFF/Range Manager accepts the risk of an out of compliance items (such as passwords on radar system); then a high level NASA sign-off of Range Manager accepting the risk.
	Intertwined with PM, PMRF, & RTS via JPASO and UDS processes.
	Use the data after verifying format
Trust the range for CM, Anomaly resolution cooperation,
Comm dependent on requirements 
RCC standards
Authority to connect/IA with NASA.
	EAFB serves as the interface to other DoD ranges like Vandenberg AFB and Mt. Mugu Navy Base.
	They have a T-1 line that hooks them up to radar displays from Edwards and white sands.

	Future plans – Upgrades, etc.
	
	Discussion on potential future plans or actions to reduce the cost of range O&M. 
Normal/expected upgrades/modernization for aging range systems.
Use of more space-based assets. Reduce local costs using shared space assets or support missions with requirements that cannot be met today with current range assets. 
The Operationally Responsive Space (ORS) project for rapid call-up of range launch support will provide insight into automation of current processes and range configuration. May also realign or streamline the minimal program requirements for a range.  
Consolidation and improvement in mobile assets may reduce costs for O&M across similar systems. 
Lightning protection and prediction system upgrades.  FSD and/or ER may be able to provide information on the 21CGSP-sponsored lightning upgrade project.
Increased modeling capability and integration of ‘pre-mission modeling tools’ into real time and post mission analysis.
Acceptance of autonomous flight safety systems on certain missions or mission types.
On the ground side, development of a more capable hypergolic fueling facility
	Same Program as ER ( Comm. network Infrastructure)
	IPT roadmap for each Super system- not funded
Risk- Projects are only funded one year at a time.
	Roadmap – see 2 and 3 above
	Stratolaunch hangar

	O&M cost drivers – RMA, Redundancy
	
	The number one O&M driver is aging systems. Others are Sounding rocket launchers and rail gun for Navy; no budget for these (unlike the pads owned by MARS, etc). No budget from NASA to maintain.
	Descope of Mission Flight Control Center (MFCC) net manager automation not implemented requiring manual control and verification.
	Downward directed projects.
Aging infrastructure
*look at remoting antennas.
IA Issues will only get bigger and drive more cost.
Modernization and sustaining cost more than people (operators)
Repetitive operations. User scheduling drives repetitive operations.
	High usage and implementation of state-of-the art technology are cost drivers. One example is that the NASA telemetry dishes have command capability. A second example is that the NASA RADAR has a range of 3000 nm. In addition, DRFC uses the ISRP contract for depot level maintenance of its instrumentation, thus ensuring that all systems are at optimal performance. They also have a RADCAL contract with VAFB. The operations budget is in place to cover unforeseen costs.
	No redundancy. Cost drivers are labor.

	What metrics on range instrumentation are tracked (e.g. usage – maintenance logged – personnel required to operate….)—get copy if available
	No metrics are used to track the items listed above. No man power available to dedicate to task.
	There is a monthly report on availability of instrumentation.
 There is a discrepancy report that can be reported by anyone (operator, etc.). 
Award fee is NOT part of downtime availability.
	Descoped out of contracts due to cost performance metrics. CAMs monitor cost in the Performance evaluation department.
	IMDS- AF maintenance data base tracks up time, down time, mean time between failures, LPA database
	The Business Information Tracking System, an internal DFRC system, tracks planner versus actual usage by each asset. It includes modules for each RCO to use for scheduling, and has the capability for rough cost estimates as well as more formal cost estimates for test mission support.
	No instrumentation to track metric on. Airport instrumentation get regular maintenance.

	Are there external dependencies that cannot be directly controlled? (Example: mission critical network via commercial provider or data provided by external organization such as National Weather Service.)
	Yes- DRN,INMARSAT, HF, data provided over government data link. Instrumentation locally controlled interrange when EDS are present(?)
	Airspace is an issue for scheduling; can be driver that is not WFF controlled. VACPES is Oceana controlled.
	Comm in the Cloud leased lines for Data, National weather
	Leased Comm Ckts/ Quality of service Contracts; Surveillance Assets, FAA, Meteorology, Commercial Service agreements
	
	

	Age/Condition of all existing assets. (Ties in with 2 and 7 above)
	Same as other ranges-Old
	Most are older systems. 
	Old
	Yes over the years
	
	NA

	Photograph assets (if allowable) to share with others who did not travel.
	n/a
	(Not accomplished but handbook and presentation may have best available pictures.)
	See user’s handbook
	n/a
	
	Not allowed

	Enablers – Was the Range designed to accommodate multiple Users or was Policy/CONOPS changed to allow certain hardware.
	Yes- Has ConOps to support
	Multiple users are on the WFF range all the time.
The WFF range ConOps is user-based, customer-centric with tailoring available for most everything.
	Yes, support Test and Space Launch
	Yes. Tailored for every user. Problems develop when they bring on user equipment and it stay on. Now they have to maintain.
	Yes, the range accommodates multiple users.
	Airport was built to support many different test and experimental users

	Are interfaces provided to allow for remote user control and checkout?
	Serial I/F are provided to users locally to be able to capture their data. No control function allowed. One way feed provided. Satellite feeds available government to government.  No remote feed to users provided. China Lake has major remote access capability. Remoted 738 antennas and Laguna Peak.
	Autonomous radar for one in a hazard area; it is remotely operated. 
The radar remote operation upgrade was completed by utilizing the Instrumentation Support Program (IRSP).  IRSP is administered by the Air Force and its function is to provide upgrades, spare parts and overhauls on mobile and fixed radar assets at various ranges throughout the world. Wallops is part of a co-op of approximately 23 ranges that utilize IRSP to keep their radar assets properly maintained and functioning.  This co-op arrangement of the various ranges sharing the costs of the program provides an extremely cost effective solution for the maintenance of our radar systems.
	No for instrumentation
	Yes- data feeds back to contractors and ER provides comm links as required.
Data out but no Data in
	
	User capability 

	How do you document the architecture?
	Architecture is documented and Configuration managed
	WFF Eng. division has generated a product. 
	SMC via DODAF
	DODAF, as-builts to System and Sub system specs. Range Item nomenclature in development.
	WATR handbook
	N/A

	Are you providing services to commercial users?  Who?
	Commercial services are provided through Commercial services agreements. Services provided are billed at loaded cost rate. In comparison government users are billed at direct rate.  Operated like cost center with intent to break even annually. Overuns shared between Mugu, China Lake, and NIC to ensure break even.
	SpaceX (Falcon 9 for TLM/tracking) and Orbital Sciences Corp (OSC, for Taurus II COTS program).
	Yes, ULA, SpaceX. Most users are treated as commercial. Cost for support is direct.
	Yes- CCDev has provide list to ConOps
Considering common integration plan for new customers on range
SpaceX
Masten
Orbital
Arc 6.0
	Boeing, Lockheed Martin, Northrup Grumman, academia, DoD, NASA
	Virgin Galactic/Spaceship One
Scaled Composites
Masden
Stratolaunch (new)

	ConOps

	What type of space launch missions are supported by this range?
	Support VAFB as off axis or redundant site.
	Orbital, sub orbital, UAV, previous STS launch missions, and ER north trajectory missions.
	Polar and Broad Ocean Area (BOA)
	DOD, Civil, Commercial
	ISS is supported by DFRC
	Test and eval. No powered flight since 2004?

	What other type of missions besides space launch utilize this range?
	NAV Air and Seaborne customers, VAFB, MDA, GMD, and UAV. 
	Many….Navy guns, Mag gun, UAVs, Balloons, Airfield ops (tactical landings); Global Hawk ops out of PAX;
Water ingestion – 300-ft trough filled with water, and an aircraft goes through it to see if it stays running. 
Langley runway friction testing.
	Minuteman, NASA, DOD, SpaceX, X37, UAV, aircraft tests, Trident, F-22, MDA
	CPB UAV, guidance POD testing, Navy fire deployment training
	Aviation, aeronautical test missions utilize this range.
	It’s an airport. They park unused aircraft there. They also stage windmill parts coming over from China.

	Are range personnel assigned to assist each range user in developing support requirements?
	Yes, Test Management Division assigns 1 person through entire process.
	The Project Manager (PM), WFF Civil Service personnel, is the customer advocate and YES, when range helps a customer describe / understand the implications of their requirements and desire-ments things work A LOT better.
	Yes, program support manager (PSM), Launch Mission Manger ((Air Force) LMM), and XP
	XP & PM- Space port manager, Launch group support manager
Take a look at KSC/AF initial entry process KSC has front door, AF has Front door. New customers need one.
1ROPS – PSM Program support Manager
	The AF provides an RCO as the interface to range assets and services. If the range customer needs NASA assets or services, then the customer comes to NASA.
	No


	Is UDS the format for documenting range support requirements?
	Only big customers use UDS. Smaller programs use test plan in progress to document requirements
	No mandatory format; UDS is OK but other formats also used; flexible.
The Project Plan outlines the format.
The first job is to create the Project Plan (7120.5 compliant) the main documents that are created for a launch or test are;
Project Plan 
Mission Operation Directive (OD)
Flight Safety Plan (such as those that Jackie Parks or the other flight safety analysts write)
Ground Safety Plan
Countdown
	Yes
	Yes
	The AF uses UDS. They provide the Program Introduction Document for each new customer to NASA. NASA can use a Program Level Agreement to document requirements and services. NASA provides instrumentation and capabilities specifications to potential range users as requested. NASA uses BITS for cost estimates
	No


	Is there a range user’s guide or instrumentation handbook that is provided for each range user?
	Yes – have CD
	No big hardcopy package; but point to softcopy of handbook or other docs.
	Yes we have it
	Range provides new user presentations
Range introduces new users to Space Florida.  Smaller commercial new users 
New DoD users get hands on approach from XP. There is a user guide in XP but it may be old.
	Yes.
	FAA guidance in experimental aircraft and permitted experimental rockets

	Can the range support parallel operations for more than one range user, both launch and testing?
	No for multiple launches. Yes for Launch and test.
	There are system resource constraints (like radar looking at two things).
Can support multiple minor ops, with Crew Rest a bigger issue than most others including turn-around/re-config of systems. (Same issue on ER)
	Strains capability, single shift, ROCC limitations. Can’t do simultaneous launches
	Can support Multiple until lockdown for launch. Not dual launch
	Yes, the range can support parallel operations. There is dual telemetry, dual tracking RADARS, 3 control rooms, and the system can support multiple communications users. The flight termination systems supports 2 missions simultaneously on the same frequency, using different vehicle identifications.
	Yes. Each user has they own pad that is away from everyone

	What are the constraints for range through-put – personnel, instrumentation, frequency management, etc?
	Through put limited by head count and single shift capability
	Personnel (crew rest) is biggest issues and also experts are one-level deep
	Personnel, contractor operated, Analog CDT, Frequency Mgt.
	ER does not have thru put issue. Instrumentation could become constrained for simultaneous launch. If launch numbers exceed 25 would probably need 2nd shift. RF deconfliction may be issue.
	Personnel rules govern the maximum work hours. In addition, there are standard daytime hours on the range. A premium charge is leveled if the test missions are operating outside the standard daytime hours.
	Personnel.  Fire Dept

	Does the range impose requirements on the range users that call for specific range capabilities to be utilized, or does each user decide whether to use its own assets or other commercially available assets to serve its needs?
	Range prefers users to utilize range assets. Discourages use of  user photography and camera assets for security issues.
	Customers decide for user needs/requirements but range safety requirements must be met.
 Exception is a customer’s own FTS transmitter; we always need to be able to control at least that.
	Yes, must be compatible with range assets.
	Range requires CM controlled assets to feed Range Safety Users can bring whatever they want. 
	
	No. Airport can supply it or you can get it elsewhere. They rent dirt.

	Can/does the range support classified operations? (Range Safety, Encryption)
	yes
	Yes, up to SECRET
	Yes not as flexible
	Yes
	Yes. In addition, the flight termination system is EFTS (enhanced, i.e., encrypted). DRFC ships all data in raw form, but is working on a system to decrypt the telemetry.
	No

	Is this range a MRTFB? If so what operating principals does that affect/restrict/enhance?
	Yes- it pays for infrastructure
	Not an MRTFB and no desire to become one. Offered MRTFB funding but continue to decline.
	Yes
	Yes, Funding for MRTFB- none at ER.  ER has not received 3600 funds since the 90’s  There was some 3600 money for RSA
Can charge RBA) Reimbursable Budget Authority
	DFRC is not an MRTFB, but EAFB is.
	No

	Does this range contract out range services (like weather, surveillance, communications?)
	No- uses military and CS support
	Use local fisherman for surveillance if needed and builds community relationships. 
There are WFF Weather officers (three personnel and are former AF); do support NWS ops and provides data into NWS but WFF Weather office is mainly independent of NWS. (This is a big point; there are not a cast of dozens doing Weather)
	Services contracted out
	Weather Aircraft
	Weather services are provided by EAFB. DRFC does contract out the depot level maintenance and the RADCAL services. (See 8 above)
	No

	For commercial customers, how do you protect proprietary data?
	All data is handled the same. Range understands sensitivity of user data and has no special handling in place.
	OSC only experience. No NDAs (per possible GSFC policy and Civil Servants).
Do have SBU info.
	NDAs but working to remove. Legally bound on government side. Proprietary treated as FOUO
	NDA and Conflict of Interest statements
	DRFC follows SBU rules.
	No data communicated to them only comm is voice

	Can we interview any range customers?
	Yes if you know them
	
	Yes need to know them. Determine who and when
	N/A
	
	We interviewed Virgin and Masden

	Planning and Scheduling, what are you using?
	TRMS
	There is a “Schedule Credibility Review” – Project Manager is the customer advocate and makes sure the user is really ready to go onto the schedule.
There is a checklist of priorities used to schedule all of the ops and to determine importance of ops
	RATS
	RATS  some P&S capability
	
The AF provides the primary scheduling function, but there is also a NASA schedule for NASA assets.
	24 hour notice needed for operation. They need to know how many people and how much fuel will be involved.

	How do you handle real-time decision making?
	No waivers for mandatory requirements once op begins. Can convene a CCB for change if window allows. Otherwise op gets scrubbed user pays cost.
	Responsible leads included in discussions with decisions at the proper level after resolution options presented.  Eng Director, TD, and FD can scrub the mission.
	Same as ER, LDA on site during missions
	LDA on console- user mandatory do not cause launch scrub
	There is redundancy built into the real-time decision making. The RCO’s have authority during a test mission and can waive requirements real-time.
	Up to the user.  Airport only gets involved if there is an emergency.

	Policy

	What is the overarching policy document for the Range/facility?
	DOD 3200.10; Local instructions, NAVAIR INSTS. Ranges safety delegated responsibility through Admiral at China Lake.
	NPR 7120.5 and 7120.8 are the process/procedures
	DOD 3200.11, AFIs, AFSPC INST.
	DOD 3200.11UDS; CSLA- CSOSA Commercial Space Operations Support Agreement
Space Command Wing Instructions
	The Alliance MOA is the overarching policy document. In addition, there are subordinate IPT’s in place, as well as MOA’s for range operations, range safety, and technology development.
	Airport operates under FAA rules for experimental aircraft and either licensed or permitted rocket  launches (also experimental)

	What are the Commercial Policies/requirements?
	Same rules as Government- commercial users pay loaded cost.
	CLSA is the law; don’t charge indirect costs to CLSA projects; 
(MDA requires Earned value to $5k amounts.)
Difference is LEVEL of DETAIL to track cost report.
	Title 49 shifts to Commercial Space Launch Act Title 51. ER working Commercial Funding on Range. Commercial user’s signs Annex B like host tenant agreement.
	CSLA
	
	FAA policies.

	How does the Business Office interface with other organizations like Safety?
	Pt. Mugu has own business office in Test Management
	The PM is both customers advocate and range stake holder and PM remains conflicted.
Turnover from Bruce to Jay is not always clear.
	XP develops POCs for each major organization, and then major org engages with customers. XP handles UDS Lvl 1 (Program Introduction and Statement of Capabilities) and financials, hands off to range PSM to work UDS lvl 2 & 3 (Lvl 2 Program requirements Document {PRD}/Program Support Plan {PSP}, Lvl 3 Operational Requirements {OR} Document/Operations Directive {OD}
	XP- Through the UDS process
	
	They are pretty much one and the same. It’s a small airport. The safety regimen is primarily that of ground safety and airport safety (keeping planes from hitting each other)

	What are the governing Safety documents?
	RCC- 319 for FTS  RSOPs
	Range Safety Manual (WFF doc on all NPRs by which WFF operates; the interpretation)
	91-710 same as ER
	91-710
	
	FAA experimental 

	What is the Collision Avoidance Policy/Guidance?
	Manned and man able
	Use new normal COLA process with JSpOC and is based on WR process/model.
	AF Safety Center Policy
	
	
	FAA

	What is the Scheduling/program priority policy?
	Must demonstrate ready and stay on schedule to make milestones. First come first served
	
	Once on schedule you are secure.
	
	For DFRC assets, NASA missions have priority. Usually flights have priority over ground missions; for example, Globalhawk will have priority over ground testing in most cases.
	FIFO

	Are there areas of flexibility in policy decision processes?
	Some flexibility provided no impact to safety
	Yes and there are always good conflict between Projects and Safety 
PM have to know all sides and keep all in-check
Range understands that it is fundamental to its mission to ensure that safety is never marginalized by project/customer ‘weight’ or pressure.
	UDS is flexible and molded to the user/program. Most policies downward directed
	Yes – Tailoring process See CSOSA
	Yes
	NA

	What type of cost sharing precedents have been set, if any?
	None
	Have to be very creative with funding, budget is very tight. ($18 million) Reimbursable work is about 60% of business.  Might use own money to enhance something if it will get a customer to use  range.  All about growing the Wallops range.  NASA work (not reimbursable). Center Overheads (fees) are taken.
	None in place at this time. All direct cost
	Not allowed with commercial
	DFRC pays for any services provided by EAFB; EAFB pays for any services provided by DRFC. Some projects are jointly funded.
	None

	Are there any joint use/ownership arrangements? If so, MOA/MOU?
	No
	(See other checklist topic on MOAs/MOUs)
	None in place. All agencies treated as users
	
	DRFC tries to avoid joint ownership arrangements for property. They do utilize some AF systems, like the fiber optics for communications.
	All the tenants rent space from the airport.

	What is the economic forecast for the Range/Facility
	Programmatic slowdowns and budget pressure
	
	Poor to bleak, funding cuts $ 17 mil.
	No loss of funding in the out years. Baseline cuts are perpetual
	Like all NASA Centers, the Center CMO funds are dropping. To keep O&M costs down, some facilities (like the Shuttle Mate-Demate Device) are being demolished. All new buildings are required to be “green.”  Other efficiencies, such as remote automation, are always sought. There is a limit to the number of projects that can be in work at one time.
	Good according to them

	What plans, if any, exist to reduce costs for the future?  Do they include resource sharing?
	Modernization will drive down O&M cost but no budget for I&M.
	
	Plan to modernize based on IPL (Integrated Projects List).
	
	
	

	Has the FAA certified commercial launches here? If not, why? (no demand?)
	N/A
	Soon Taurus II and FAA AST has done reviews of WFF/MARS
Discussion of FAA AST; LSSA; who is responsible for safety; little or no added values from FAA on a federal range
	Yes, foreign satellites on ULA, Delta II, OSC
	YES
	FAA will be involved in approving the Unmanned Aerial System in the National Air Space (UAS in NAS) when it come to EAFB/DFRC.
	Permitted flights, no Licensed flights

	Does the state or local government contribute to the spaceport/range?
	No
	No direct state money; MARS gets the money from OSC; State money has constructed the Taurus II pad.
	No state or local support.  California Spaceport Authority went bankrupt
	No. funding from NOTU and 114th (FLANG)
	There is no funding from the state or local governments, but some regulations, like environmental regulations, are state or local.
	East Kern County Airport Authority Is the local government

	How are enhancements or new capabilities funded?
	Budgeted through I&M
	
	Downward directed via IPL. (Integrated Projects List) MDA & MMIII funded capability/GTPs
	
	
	Through the airport authority

	Are there any Space Act Agreements with NASA in place?
	None shown
	Most or all range users have utilized space act agreements.
	None with Range. SAA with ULA/ SpaceX who fly NASA payloads
	
	
	No.
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AFA Recommendations: RF & Optics

Near Term Command Fixed Beam Command Destruct Antenna

R-10 Destruct

Executean operational demonstration of the replacement of steerable
commanddestructantenna with fixed beam antenna.

Expandthe initial range analysis; document current resources, costs,
reliability and supportissues with the steerable antennas; develop and
documenta conops for use of launch area antenna (Omniantenna) and
fixed beam antenna; and identify costsavings, O&M reductions, and
increased reliability ofthe command destruct systems.

Theinitial analysisindicates the Omni antennas for launch area
coverage with a switch to the fixed beam antennas for the remainder of
the mission provides coverage for all currentvehicles/missilesand
trajectories. The steerable antennasare a constantsource of
operational concern; require pointing data; have maintenanceand

Potential for significant cost savings and O&M reductions with greater
reliability through simplified designand operation of the command
destruct systems required to meet the documented range safety
requirements and the protection of life and property.

Accepted > Rejected Modified.
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AFA Recommendations: RF & Optics

Near Term
R-11

Command

Execute the RCDM Replacement Project

Executethe Air Force’s Range Command Destruct Modernization
(RCDM)Replacement project for completion of all planned phases by

2015.

The RCDM Replacement project remains a valid and necessary effortto
modernizethe CMD systems and provide EF TS capabilities. The EFTS
needs are driven by the NSA decisionto eliminate high-alphabet code
generationby 2015.

EFTS requirements. Modernized, reliable commandsystem for the
continued utilization of ground-controlledflight termination systems.

Accepted

Rejected Modified.
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AFA Recommendations: Tools & Processes

Near Term
R-12

Surveillance | Risk Model Surveillance Data Input Automation

Automate ship and boat data input for Launch Box Ec computations
during launch countdowns.

Near real time Ec computations of the Launch Box could be computed
using automated input of ship and boat data from surveillance display
systems to include remote sensingsources suchas UAVs and
surveillance satellites.

Costsavings would berealized throughreduced launch scrubs and
reducedmanned aircraftusage.

LTRS ORD paragraph4.1.7.1 - Act as the control authority for restricted
airspace and surface hazardareas.

Accepted > Rejected Modified.
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AFA Recommendations: Weather

Near Term
R-13

Weather Sustainment Projects in work for Replacement
Weather Systems

WxR3: Sustaining engineering or replacement projects are currently under way for
certain weather systems. These projects should be completed promptly to minimize
the likelihood of system failure due to obsolescence or lack of spares. The following
systems are in this category:
WxR3.1AMPS. The system is operable and maintainable, but spares are currently
inadequate or unavailable. Eastern Range project P-10-0016 to replace the system is
active.

WxR3.2 MSC. The MSC, which processes AMPS and Jimsphere data, is being
replaced under Eastern Range project P-09-0009. In addition, an associated project
P-09-0010 is developing a Range External Interface Network (REIN) to provide
external access to AMPS and other data in MIDDS to external users through an
Information Assurance (IA) approved system. Both projects are active.

WxR3.3 4DLSS. There are three active projects related to 4DLSS. A project funded
by NASA GSDO (4.5.10) seeks to upgrade or replace both the LDAR-I and CGLSS
components of the 4DLSS. ER project P-11-0041 is performing a 4DLSS site survey
to provide information necessary for the upgrades. ER project P-12-0004 in
cooperation with GSDO 4.5.10 is replacing CGLSS.

Failure to complete these sustaining engineering or replacement projects will result
in system failures creating an inability to meet range requirements.

Project sheets provide this information.
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Recommendation

Numberand
Information

Near Term
R-13 cont'd

AFA Recommendations: Weather

Technical Recommendation Title
Area

Sustainment Projects in work for Replacement
Weather Systems

Recommendation

WxR3.4 LC-39 Data Ingest into WINDS. This effort is being funded by NASA GSDO
under project 4.5.7 and implemented by ER project P-09-0028. Both projects are
active.

WxR3.5 KSC Weather Archive. This capability is being completely overhauled under
NASA GSDO project 4.5.4 which is nearly complete.

WxR3.6 KSC 50 MHz DRWP. This instrument is being replaced under NASA GSDO
project 4.5.01 which is active.

WxR3.7 MIDDS. This capability is being upgraded by the Range under an active
project.

Rationale for the
Recommendation

Failure to complete these sustaining engineering or replacement projects will result
in system failures creating an inability to meet range requirements.

Identified
Requirement/
Capability/ Need

Project sheets provide this information.

Accepted__ & Rejected Modified,

HPL-0D1, Rev. G, 03113112
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AFA Recommendations: Tools & Processes

Near Term Customer PMP for Expansion of Project 4.6.11, Customer
R-14 Interface Interface Portal

Project4.6.11 Expansion

+ Include both a prototype and final portal that provides an integrated,
single access pointfor 45 SW/KSC Launch Customer to enable easy
location of essential informationand products

Currentimplementation of UDS is far from automated; thus, it is very time
consumingand costly for customers.

To promote new business and avoid losing current customersthe Range
needsto amore efficientway to implementUDS system and other Range
requirements.

Leverage off new technology and pastattempts to include the “good” and
notrepeatthe “bad”.

LTRS ORD §4.1.2.1.1 - Provide centralized and automated management of
internal planning and schedulingtasks

Plus other support LTRS ORD paragraphs-4.1.2.1.2,4.1.2.1.3,4.1.2.1.4,
4.1.21.5and4.1.2.1.6

Accepted Rejected Modified.
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AFA Recommendations: Tools & Processes

Near Term
R-15

Customer | Design for Implementing Integrated Range Tool Suite
Interface (IRTS)

Design would detail how to implement a two phased project
(incrementally funded) to deliver a suite of tools that will
integrate and automate the UDS, range safety, planning,
scheduling, and financial management processes.

Current implementation of UDS is far from automated; thus, it is
very time consuming and costly for customers.

To promote new business and avoid losing current customers
the Range needs to a more efficient way to implement UDS
system and other Range requirements.

Leverage off new technology and past attempts to include the
“good” and not repeat the “bad”.

LTRS ORD §4.1.2.1.1 - Provide centralized and automated
management of internal planning and scheduling tasks

Plus other support LTRS ORD paragraphs - 4.1.2.1.2,4.1.2.1.3,
41.21.4,41.21.5and 4.1.21.6

Accepted Rejected Modified.
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AFA Recommendations: Command Timing

Near Term
R-16

AF Duct

Comm Duct Bank Repair

Provide completion of connectivity of the fiber provided by the Comm
DuctRepair Project.

As the Comm Duct Repair Project nears completiona follow-on task is
recommendedto provide complete end-to-end systems engineering.

Both the AF and NASA have an ongoingrequirementto keep pace with
continuing technology upgrades to communications systems. This new
high throughputfiber would prove invaluable in bring this to fruition.
Examples would be the mid-fiber meet proposedin Near Term Rec-4.

Accepted

Rejected Modified.
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AFA Recommendations: Tools & Processes

Near Term s il STARS ELITE Implementation at SLF, Skid Strip and
RA7 urveillance MoC

GSDO support Project 4.4.3 which will replace ATC displays at
KSC, Skid Strip and MOC with STARS ELITE, a next generation
system that has pattern altitude radar coverage.

AF would like compatibility for aircraft tracking systems at PAFB, Skid Strip,
SLF,and MOC.

+ PAFB currently has the full STARS implementation

« STARS will enable the controllerto send controller data out to all other
FAA certified systems simultaneously.

+ STARS will provide weather data overlays enabling Air Traffic Controllers
to vector traffic around weather

LTRS ORD 4.1.7.1 - Act as the control authority for restricted airspaceand
surface hazardareas

Plus other LTRS ORD requirements

Accepted & Rejected Modified,
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AFA Recommendations: RF & Optics

Near Term RF Cape Real Time RF Monitor
R-18 Monitor

Expandthe Real Time RF Monitor projectto cover the entire Cape to
include all of the launch complexes and operational areas.

Use of the Automated Radio Frequency Monitoring System (ARFMS)
system for Cape areas and possible co-operation with or replacement of
Frequency Analysis and Control (FCA) mobile systems for RF
surveillance. While the FCA Vans may be requiredfor
beacon/transponder checks and specific identification of a RF source,
their use would be reduced or eliminated for area RF monitoring. The
ARFMS provides new capabilities for continuous, 24/7 monitoring with
real-time status and updates.

Control of the RF spectrum for payload operations and launch/landing
missions.

Real-time automated RF Monitoring system for identifying and
accurately locating sources of RF interferences that could potentially
affect Launch operations for KSC and LSP CCAFS

Accepted > ___ Rejected Modified.
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AFA Recommendations: RF & Optics

Near Term
R-19

Radar Debris Tracking Evaluation

Evaluation of ROSA ability to meet overall Range-NASA debris tracking
requirements (vice NDR and Weibel radars)

Assess the need for the NDR for range user or program requirements.
Reduce/eliminate the KSC facility O&M costs (Navy currently provides
all system O&M).

Evaluation of the debris tracking requirements; plans and purpose for
the WR ROSA upgrades; and decision on ER ROSA debris requirements,

Unclear currentand future need for NDR.
Unclear debris tracking requirements and capabilities.

To be determined for user and/or program requirements. ROSA (or
MOTR) may meet debris tracking requirements.

SLRS “Single Launch Head Radar Site Selection” report dated 30 Mar
2009

Accepted Rejected Modified.
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AFA Recommendations: Command Timing

Near Term
R-20

AF Comm AF Comm CORE Replacement

Replace the ATM/SONET product with a newer, more reliable, IP based
sustainabletransport system. Though this has a long-term solution,
managementthoughtit appropriate to ensure this requirementis
captured asa desiredshort-term issue. Provide ER with an updated,
more reliable communication Transport System. Transportwill include
telemetry, radar, video, optics, etc. “edge” devices.

The Core Networkis a Vital part of the ER Operational Communications
transport systems. The ATW/SONETRings currentlyin place are
obsoleteand will not supportmodem IP technology without extensive
and expensive modification.

AF has an IP solution (MEN/IP Companion) that will be put on contractin
CY 2012.NASA notinterested in connecting to AF Admin, only mission
N/W. Modified to include separate “edge” device recommendations
and to retain for near-term. AF solution will not be in-place by 2015.

Accepted__ & Rejected Modified.
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AFA Recommendations: Weather

Near Term
R-23 cont'd

Weather Weather system which have no planned projects
or are on hold

WxR4.4 915 MHz Boundary Laver Profiler replacement. The five 915 MHz profilers
are used for forecasting and day of launch winds observations, but their primary
use is for assessment of toxic and blast hazards during launches. They are beyond
their design life. NASA GSDO project 4.5.05 is designed to address this issue, but it
has been placed on hold pending the results of an Air Force study of the best way to
do the replacement. That study is no longer active due to one of the major vendors
being considered under the study leaving the wind profiler business.

WxR4.5 ERDAS sustainment. The ERDAS system is old. The hardware is
operational and maintainable but spares are inadequate or unavailable. Alternatives
to the current ERDAS configuration and concept of operations may be available that
would be less expensive and more capable, but no study to formally examine them
and make recommendations has been coi

Failure to fund or complete these sustaining engineering or replacement projects

will result in system failures creating an inability to meet range requirements.

Part of project information sheets.

Accepted Rejected Modified.
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AFA Recommendations: RF & Optics

Near Term
R-24

Telemetry Telemetry Strip & Ship and Range Safety
Processing

Near Term: Determine if TLM will be range safety critical. (i.e. for TLM and GPS
Metric Tracking, without radar as an independenttracking source)

If TLM is critical, execute a proof-of-concept for a real-time Safety Critical telemetry-
based system employing minimal processing and strip and ship methods.
Reduceleliminate current centralized processing of full-rate data and need for
transport of full-rate data for safety critical applications.

Provide an austere TLM transport and processing system for range safety critical
data that will reduce data transport requirements; partial o full shutdown of CTPS;
reduction/elimination of CTPS obsolescence and sustainment issues; and
modernized TLM-site COTS equipment (such as Net Acquire). Determine the
operational range safety and range user requirements for real-ime TLM information;
the data that can or should be received and recorded in real-time but provided post-
mission to the users; and what TLM and related comm projects would no longer be
necessary.

Current telemetry requirements and TLMIGPS-based range safety critical systems.
Potential for improved O&M processes and O&M cost reductions.

Accepted > ___ Rejected
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AFA Recommendations: Tools & Processes

Near Term
R-25

Surveillance

Replace SureTrak Displays with STARS ELITE
Displays

Replace SureTrak displays at MOC and SLF with STARS ELITE display
contingentuponsuccessful integration of hit probability contoursand
surfacetargets via Project4.4.31.

The SureTrak System will be due for upgrade/replacement at the time
STARS ELITE becomes operational at the SLF and MOC

LTRS ORD 4.1.7.1 - Act as the control authority for restricted airspaceand
surface hazardareas

Plus other LTRS ORD requirements

Accepted

Rejected Modified.
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AFA Recommendations: RF and Optics

Long Term
R-1

Radar Discontinue NDR Mission Use for Non-Navy
Vehicles
(Follow-on to NT-R-19)

Recommend NASAand Air Force use and support of the NASA Debris Radar
(NDR) radar (a Navy asset) be discontinued. Itis expectedthat the Navy will
continue to operate the radar for an indefinite period to meet Navy
requirements.

Due to undefined supportrequirements forany current or planned programs,
the NDR supportis not needed.

There is a KSC NASA Engineering (NE) minority recommendation for
retaining the NDR for non-Navy supportincluding the evaluation of new
launch systems and vehicles supporting human space flight missions; vehicle
post-mission analysis requires real-time radar tracking and imaging for debris
shedding; stability; staging event performance including velocity and position
of separating stages; and high-optical imaging.

Accepted S Rejected Modified.
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AFA Recommendations: RF and Optics

Long Term Command Execute Near Term CCRS Replacement Project
R-2 Destruct Recommendation

(Follow-on to NT-R-11)

it No Long Term ground command destruct recommendation other than the
previously submitted Near Term recommendation forthe CCRS Replacement
Project for completion by 2016.

Given the assumptions forthe Near Term 2015 command destruct system
and the CCRS Replacement project, there are no recommendations for
architecture projects that would affectthe range support provided by the
command destruct systems. Until the use of an AFSS-like systemon all
vehicles is mandated, the ground-based command destruct systemwill be
needed; however, the coverage required for a particular mission may be
reduced based on risk determination and/or use of a hybrid ground and
vehicle Flight Termination systems configurations, and the pre-missionand
mission procedures may be modifiedto meetuser rollout and launch
operations. The committee supports an evolutionary approach to move the
range safety solution toward AFSS but recommends maintaining the UHF
command systems through the Long Terminterval.

Accepted S Rejected Modified.

sace Adminstaton
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- AFA Recommendations: Communications

Recommendation Technical Recommendation Title
Numberand Area
Information

Continue Implementation of MEN and IP
Long Term c " "
R-3 ompanion Projects
(Follow-on to NT-R-20)
Recommendati Modernized ER Network (MEN) and Internet Protocol (IP)
Companion Projects must replace the current ATM/SONET CORE
transport system.
Rationale for the Provides ER with an updated, more reliable communication
LEULE BRI Transport System. The CORE network is a vital part of the ER
communications transport system. The ATM/SONET Rings currently
in place are obsolete and will not support modern IP technology
without extensive and expensive modification.
Identified AF ER data transport systems must evolve to an IP-based
Requirement/ architecture to increase performance, reliability, automation, and
I adaptability.

Accepted, ) Rejected, Modified,

Natonsl Acronautios and Space Admiistaton
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AFA Recommendations: Communications

Long Term
R-4

AF Comm AF Optics Comm Digital Connectivity
(Follow-on to NT-R-8)

Provide digital connectivity at Hangar G and Universal Camera Sites (UCS).

Existing analog communications links between ER optics sites and the ER
control center are more subjectto noise and distortion, and able to transport
less data than digital comm. The installation of digital commto optics sites
will shorten the time to reconfigure optics assets, improve the quality and
quantity of optics products, and improve troubleshooting and repair activities.
Existing video system will not be able to handle future high bandwidth video
requirements.

Digital communications are required at Hangar G and UCS to improve the set-
up, performance, and maintenance of ER optic equipment. This was
submitted as a near-term requirement; however, funding and or contract
vehicles may not be in place to completeall UCS sites. This should be an
ongoing projectwith unfinished sites completedin the Long Term. Sites that
still require fiberare Hangar-G, UCS-1/2/6/9/15/17/24/25.

Accepted S Rejected Modified.
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AFA Recommendations: Communications

Long Term NASA KSC Comm Interface with ER
R-5 Comm (Follow-on to NT-R-22)
KITS

Provide a Comminterface and enhanced services to ER following AF cutover
to new Commbldg. This will be accomplished through an IP-basedinterface
is classifiedas a “fiber meet” wherebythe IP interfaces between NASA and
the ER have total interoperability. Eventual goal is to provide IP-based
interface for video, voice and data to upgrade existing Eastern Range
interfaces to KSC.

Maps to AF capability to cutover from Bldg. 1641 (XY Replacement Project).
Will relocate KITS equipment from XY to new Communication Facility
interface to Eastern Range. KITS “Backbone”in place 2016.

New AF MEN IP-based network will replace the existing CORE system.
Voice, Video and Data network system services will need to be interfaced for
access to/from KSC Comm services. This will provide for a “fiber meet”
where there will be transparent flow of voice, video, and data at the newly
established PoP

Accepted S Rejected Modified.
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AFA Recommendations: RF and Optics

Long Term Radar Radar Reduction

R-6

8 Reduce the Number of Radars: Recommend retaining the ROSA0.134 radar
and upgrading one of the upgrade-capableradars (19.14 or 28.14) with the
ROSAupgrade, and possibly relocating that radar to improve aspectangle
capabilities. The remaining radars (1.16 and 19.14 or 28.14) which do not
receive the ROSA upgrade should be retired

ale The total number of available radars can be reduced based on sufficient
coverage of TMIG and GPS metric tracking sources; limited real-time debris
tracking needs; and limited post-mission event recreation requirements.
Recommend retainingthe ROSA0.134 radar and upgrading one ofthe
upgrade-capable radars (19.14 or 28.14) with the ROSAupgrade, and
possibly relocating the radar to improve aspectangle capabilities. That would
provide the two vehicle-independentradars which can track vehicles without
adding beaconsto the vehicle. The two independentradars are requiredto
certify TMIG and GPS tracking systems. The remaining radars (1.16 and
19.14 or 28.14) which do not receive the ROSAupgrade should be retired.
There appears to be no requirement for their utilization even with an extreme
increase in launch/reentry activity.

Accepted Rejected Modified.

Netonsl Aer 45
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AFA Recommendations: RF and Optics

Recommendation Technical Recommendation Title

Numberand Area
Information

Long Term
R-7
LI GELLE Retain the Multiple Object Tracking Radar (MOTR) 19.39 radar

through the 2015-2025 period until a more cost effective approach
for debris track/multiple object tracking becomes available and

debris track requirements are defined.
LU LE IR Real-time multiple object tracking support will likely be required for
LECLILEUECIUE the SLS program and other booster/stage separation events for

additional programs. ROSA may achieve similar capabilities with
upgrades to produce limited real-time and full post-mission multiple
object tracking capabilities.

Retain MOTR for Limited Period

Accepted & Rejected Modified

Natonsl Acronautios and Space Admiistaton
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AFA Recommendations: RF and Optics

Long Term

Remove Tracking Beacons and Limit FCA Van

Radar Support

R-8

Recommend modifying traditional beacon requirements to reflecttracking
capabilities of ROSA systems, and eliminating the need to perform traditional
beacontesting using the Frequency Control and Analysis (FCA) Van beacon
readout operations.

With the high quality skin-tracking capabilities ofthe ROSA radar, the tracking
beacons on the vehicles can be reduced or eliminated based on specific
vehicle-based requirements, and the range’s beacon-support systems
reduced.

The need forthe FCA Vans’ beacon readout operation could be reduced or
eliminated. If a vehicle uses tracking beacons, an alternative procedure may
be needed that emulates the FCAVan's use (such as using mobile test
equipment for the infrequent use of beacons).

Additionally, with the use ofthe Automated Radio Frequency Monitoring
System (ARFMS) system for the Cape areas (an FSD Near Term
recommendation), the FCAVans should be evaluated for operational RF
surveillance requirements.

Accepted Rejected Modified.

sace Adminstton
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AFA Recommendations: Tools & Processes

Recommendation Technical
Numberand Area Recommendation Title
Information

Long Term
R-9

AFSS Flight Analyst(FA) Simulator

Developand deploy a simulator/test bed to load and validate FAmission

Recommendation rules for AFSS

A government owned AFSS simulator/test bed will be neededto load
Rationale for the and verify mission rules function properly. 45 SW (Range Safety) should
ELG T LG EL B have configuration control and sustainment responsibility for the FA
models relatedto AFSS simulator.

Identified
Requirement/ Identified by Range Safety SMEs.
Capal

Accepted & Rejected Modified
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AFA Recommendations: Weather

Long Term

R-10 Weather Implementation of Day of Launch Software

Operationally implement and certify integrated day of launch wind profile
software as soon as a validated algorithm becomes available.

The core research necessary to develop this capability is already funded and

I underway at NASA/MSFC. Once this work has been completed and assuming it
is successful, it will be necessary to transition it to operation on the ER. That will
require implementing the relevant algorithms in software that can be run on
some platform such as MIDDS or ERDAS at the ER that has access to the
necessary data and a means of providing the output to the 45WS and their
launch customers.

The software will have to satisfy ER documentation and IT requirements and be
certified. Experience has shown that the processes necessary for transition to
operations can be expensive and time consuming. The assistance of the AMU in
developing software, designing acceptance test procedures and documentation,
and providing maintenance and training manuals may reduce some of these
costs significantly. To reduce the delay between availability of the algorithms and
initial operating capability, planning for the operational transition should be
discussed with MSFC immediately and their progress followed closel;

Accepted > Rejected Modified.

Natonst Acronautios and Space Adminstaton
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AFA Recommendations: Communications

Continue AF Comm and User Transport Move to
AF Comm New Comm Facility
(Follow-on to NT-R-22)

Long Term
R-11

Provide for move of comm network and essential equipment from
Bldg. 1641 (XY) to the new central comm facility.

alefo A new ER central communication facility is scheduled to be

it completed in 2015 to replace the existing central comm facility
(Building 1641). Facility activation will require installation of new
equipment/ systems and relocation of some legacy comm
equipment. This project provides KSC comm interfaces and
enhanced services to the ER with the eventual goal of providing an
IP-based interface for video, voice and data.

The construction of the new ER central communication facility was
funded, but no funding was provided to populate comm the new
facility with comm equipment.

Accepted S Rejected Modified.

Natonst Acronautios and Space Administaton
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AFA Recommendations: Weather

Long Term

R12 Weather Weather Infrastructure Budget

In the next and every subsequent budget planning cycle, include budget
placeholders for continuous weather infrastructure sustainment and
modernization.

Requirements change and things wear out. These are certainties, and
assumptions are not required to assert them. As a consequence, it is equally
certain that funding will be necessary throughout the period covered by this
study to maintain, sustain and modernize the weather infrastructure at KSC/ER.
The current infrastructure is in a precarious state of repair as we noted in our
Near-Term report. This is due in large part to the common practice of waiting
until a system begins to seriously degrade before instituting the processes
necessary to secure funding for its repair or replacement. The administrative
processes required to get funding identified and approved can be very lengthy
and uncertain, especially when competing priorities are not well coordinated. We
are recommending a more deliberate, coordinated approach that ties the “out
year” budget requests in near-term budget submittals to the longer term
anticipated needs and requirements that these budgets will eventually have to
support. If the acquisition and acceptance processes cannot be streamlined,
then the planning process should expressly acknowledge and incorporate the
long lead times and large overhead costs associated with those processes.

Accepted > Rejected Modified

Ntonst Acronautios and Space Adminstaton
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AFA Recommendations: Tools & Processes

Long Term
R-13

Range

Safety Next Generation Range Safety Display System (RSDS)

Initiate acquisition of a next generation RSDS to replace FOV1/DSRD.

Acquiring a next gen RSDS would be more cost effective than sustaining
FOV1/DRSD until AFSS if fully deployed (15 plus years).

A next gen RSDS will require less operators, have smaller hardware footprint,
and have an open systemarchitecture that is easily upgraded.

Additionally, a next gen RSDS would be able to compute near real-time Ec of
a vehicle/component returning to launch site which can not be done by FOV1
or DRSD.

LTRS ORD paragraph 4.1.4.1.8 Real-Time Data. System has to be accurate
enough to detectand terminate a non-nominal vehicle beforeit violates
destruct criteria while not initiating termination of a vehicle not violating
destruct criteria.

Accepted 8 Rejected Modified.
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AFA Recommendations: RF and Optics

Long Term
R-14

Streamline Range Safety Telemetry Data
Telemetry Processing
(Follow-on to NT-R-24)

Recommend full operational deployment of the FSD Near Term recommended
streamlined strip-and-ship telemetry system.

An increase in the reliance of telemetry to provide one ofthe two independent
range safety tracking sources (with GPS and/or radar as the other source),
and to classify telemetry as a safety critical system, requires improvements in
telemetry processing.

Deployment options include the full or partial replacement ofthe Centralized
Telemetry Processing System (CTPS)that provides range safety telemetry
information, with the strip-and-ship system. Possible configurations are the
use of one string of CTPS and one string of the strip-and-ship system, or two
strings of the strip-and-ship systems for all range safety information. The
range users will still require full-rate telemetry data now provided through
TEL-4, without any CTPS-based products or capabilities.

Accepted 8 Rejected Modified.

sace Adminstton
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AFA Recommendations: Weather

Long Term
R-15

Weather | Utilization of unused data for forecasting and
models

Begin incremental development and application of software and concepts of operation for Using currently available
but unused data for operational forecasting and model iniialization

Many ofthe DRM and KSCFDC missions discussed in the section on Required/Desired Range Capabifies above
require weather support for operations offshore from KSC/CCAFS. This results i a significant Long Term gap
because the near-term architecture has no surface sensors and extrermely limited remote sensing coverage east of
the tip of Cape Canaveral. This recommendation is one oftwo (the other being LT-WxR-4) necessary tofill this
gap. The data provided by adoption of this recommendation is also necessary for effective implementation of LT-
WxR-4 because itis necessary for complete initalization of the models. It has the collateral benefit of improving
the forecasts for current operations under conditions of on-shore flow where the data-weak area is upstrear of
KSCICCAFS. Itis alow cost, low risk, high payoff approach that can be implemented incrementally as funding
permits

The approach is to make use of a variety of data that are not curently acquired or used that already exists and is
accessible either within the current ER architecture or with extremely minor modificationstoit. These include
satellite images and soundings in the visible, infrared and microwave portions of the electromagnetic spectrum, as
well as in-situ measurements from aircrat and surface stations in and around central Florida. The costs for
acquiring these data range from near zero (e.g . ift s available on NOAAPORT or the NOAA MADIS system) to
the price of a receiving system to download the data from the intemet or a satellte or radio broadcast link Al ofthe
data can immediately be put to good use improving forecasts to meet current requirements for existing custormers,
while developing the procedures and tools to use them to meet the anticipated requirements of future customers

The peninsular-scale in-situ data and satellte images and soundings can be used right now by human forecasters
for the preparation of daily watches, wamings and forecasts. The AMU can be tasked to develop the techniques for
ingesting and using the data n local models and supporting offshore operations. The resutts of these actities can
faciltate regional modeling capabilties enabled by activties undertaken on the basis of LT-WxR-4 below. All of this

‘can be done without major enhancements to the infrastructure with their associated costs

Accepted Rejected Modified.
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AFA Recommendations: Communications

Long Term
R-16

AF Count IRIG CS5 Count signal distribution completion
Generation (Follow-on to NT-R-21)

Complete the distribution of digital IRIG CS5 count signal and deactivation of
legacy analog FDME signal distribution.

LTRS architecture requires using the digital CS5246 signal for both Count and
Time of Vehicle First Motion distribution to all instrumentation, reader and
displays. Asmall percentage ofthe current readers and displays are not
compatible with the new digital CS5 Count signal and will need replacement
at an estimated cost of $1.5M.

Both the AF and NASA have a mixture of old and new count signal distribution
equipment. Moving to all CS-5246 equipmentwill resultin an instant cost
savings by eliminating legacy equipmentand its associated maintenance
costs. This requirementwas approvedin the near-term vetting but is included
in the Long Termin orderto complete this incremental change-over.

Accepted S Rejected Modified.
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AFA Recommendations: RF and Optics

Long Term

Optics Eliminate Range Safety Metric Optics Tracking
(Follow-on to NT-R-9)

R-17

Recommend the elimination and retirement of the metric optics assets and
associated processing systems

The need for a real-time metric optics tracking solution for range safety is reduced
or eliminated as the result of the MTE minus three-second coverage requirement
resulting in no off-the-pad tracking for range safety, and the use of other safety
certified tracking sources such as radar, GPS and TMIG. Given the metric tracking
capabilties and extensive coverage areas of these ofher tracking sources, the
range safety use of metric optics is greatly reduced or eliminated. Without the range
safety tracking need there are no metric optics requirements. The systems and sub-
systems that control and process the metric optics data for range safety should be
eliminated; and in the case of specific software-based processing to produce the
optics range safety tracking solution, this software should be removed in
conjunction with other software modifications on an as needed basis

However, it is anticipated there will continue to be a market for imagery that can be
satisfied by the optical instruments, and recommended the optical assets be
evaluated for continued use to provide imagery based on specific mission and
range user requirements

Accepted o3 Rejected Modified.
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AFA Recommendations: Weather

Long Term Weather Develop Interagency Numerical Weather

R-18 Prediction System
= = = Take the lead in developing an interagency (NASA, USAF, NWS, FAA, and state and local governments) Long Term plan for

the jont creation and operation of a high-resoluton, high refabity numerical weather predicton system for central Florda and
the surrounding waters.

=ia the Wary of the DRI and KSCFOC missions dscussed in e secton on RequrediDesired Range Capabies above requre
S weather support foroperations offshare from KSCICCAFS. This resuls n a significant Long Term gap because the near-term
Y1 archiccture has no surface sensors and exiremely fmied remote sensing coverage cast ofthe fip of Cape Canaveral This

recommendation i one of two (the ofher being LT-WxR-2) necessary to filtis gap. ! is also required to filtne “High Reliabitty
Numerical Weather Forecasting and Data Assimiaton” gap Wenified i the Long Term gap anaiysis. K has the addiional
Collateral beneft of improving forecasts for current operatons.

Improved modeling capabilty s the only way to improve fhe accuracy of ocal weather forecass beyond a twelve-hour time
frame to the required level of accuracy and relabity. Once achieved, this wil iecessarly benef al regional weather
forecasting inciuding ot only that provided by 4SWS in support of KSC and the ER, but also that provided by the NWS 10 off-
ste KSCER_contractors, Brevard County government and the general pubic. R wil be a large component of deaing wih
offshore and regional operational weather support, wi colateral benefts to publc safety and emergency preparedness. f wil
als0 improve weather forecasts forthe operation ofaiports in the regon

Ifthe base of appication for improved modelng i broad, so & the base of support required fo make  happen. The data
needed to properly intialize a high-resoution, high refabitty model must come from every avalable source n the region. These
sources nclude the KSCER frastructure, the NWS infrastructure (for NEXRAD, satelit, national models and other data), the
FAA nfrastructure (for TDWR. data), county and state agencies (such as the Florida Mesonet) and private ndividuals (such as
provided by APRS)

Given the broad base of appication for the autput products and the broad base ofneeded sources for the input data,  is cear
that mutiple agencies are stakenolders i any effortof his kind. Given the tght fiscal envionment. anticpated for the
foreseeable fulure, no one agency & fkely fo volunteer o fund fhe enire effort however,  may be balh poltialy and
fnancialy possibl for zach of several agencis o contribute a portion of he resources required. Since the KSCER
requirements forthe product are generall more siingent than those of e ofher agencies, 1 s appropriate for NASA or the 457
Space Wing (or both in colaboration) o take the lead in developing a plan forinteragency cooperation to fund and buid this
mutually_benefical capabilty.

Accepted

Rejected Modified.
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Recommendation
Numberand
Information

Long Term
R-19

Recommendation

Rationale for the
Recommendation

AFA Recommendations: RF and Optics

Technical Recommendation Title
Area

Telemetry Remote Telemetry Operation

Recommend evaluation forthe remote control off-basetelemetry sites.

Current operations at Point Mugu and new SCaN systems utilize remote

control configurations to optimize the operation of telemetry ground systems.

These technologies could be applied to range assets to provide similar
capabilities and resource improvements. Evaluations and trade studies are
required prior to understand benefits and impacts.

Accepted & Rejected Modified
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- Policy Focus Area Recommendations

Recommendation Technical Recommendation Title
Numberand Area
Information

Problem Statement

Supportthe AFSPC in modifying Title 10

Current laws (Titles 10 and 51) limit the Department of Defense’s ability to
partner with commercial entities in order to accept commercial funding to
share equitable costs for shared property or service, or to add commercial
requirements along with funding to existing DoD contracts.

GELL T ELGELTE Continue to supportthe AF's initiative to modify Title 10.

Rationale for the To allow a more complete partnership, including costsharing, to develop
GE T ELGETLE between the federal government and the U.S. commercial space sector,
including states and spaceports.
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Recommendation Technical Recommendation Title
Numberand Area
Information

Common Non-Flight Safety Requirements

L0 B RS EI G B NASA/KSC and 45 SW have different non-flight safety requirements.

GELLT T LG E LT Where possible, make safety requirements common between NASA/KSC and
45SW.

Where possible, allow NASA to tailor safety requirements.

Rationale for the Unlike flight safety, NASA/KSC and the 45SW have different ground safety
GELL T LG E LT and launch vehicle/payload processing safety requirements, adding to the
complexity of operations spanning both locations.

Unlike EWR 127-1/AFSPCMAN 91-710 safety requirements, NASA safety
requirements cannot be tailored.
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PFA-3

Policy Automate Documenting Range Customer’s Requirements

The lack of a common support requirements system requires range
customers to use multiple “home grown” solutions or a cumbersome manual
process

Investin an common automated systemto capture range customers’support
requirements

The 45 SW requires range customers to use the Range Commanders
Council's (RCC's) approved Universal Documentation System (UDS) to
capture supportrequirements. The lack of a common automated system
requires range customers to use multiple “home grown” solutions or manually
input their requirements to the range.

Correctly capturing range customer requirements was noted by PFA
stakeholders as a commonissue.
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PFA-5

Policy Joint Effortto Improve Public Relations

The ER lacks a publicly available informational site to supportcurrent and
future launch providers and range customers

Provide publicly available information regarding the ER’s ability to support
current and future launch providers and range customers

Until a potential range user initiates formal contact with the 45SW Plans and
Programs Office, there is little information readily available about the Eastern
Range’s capabilities to supportits users. Many other ranges have online
information available to describe their capabilities. This will allow range user
an interface during the development of future launch capability and enable
early decisions regarding launch site selection.

Improved publicrelations is a joint effort between NASA-KSC, the 45" SW
and Space Florida.
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Recommendation Technical Recommendation Title
Numberand Area
Information

Problem Statement

Review of Webb-McNamara Agreement of 1963

The Webb-McNamara Agreement has not undergone a comprehensive
review since its signing in 1963.

GO GO E L NASA HQ and AFSPC should conducta comprehensive review of the Webb-
McNamara Agreement.

Rationale for the Ensure currency ofthe agreement.
Recommendation
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Interagency Agreement — Defines general
areas of conditional agreement between two
or more parties; establishes standard
practices
— The actions of one party depend on what

the other party does (e.g., one party
agrees to provide support ifthe other
party providesthe materials). MOAs are
used by the 45 SWto document unique
mission (launch, range, test) related
support to another party.

» Joint Operating and Support Agreement
(JOSA)— An agreement that establishes
policy and management relationships for
both single and joint management of facility
and services
— An official, implementing document (MOA

or Joint Operating Procedure) is jointly
prepared for a given functionthat is
published under authority grantedin the
JOSA between two agencies

Non-Resource Committing

Agreements

» Memorandum of Understanding

(MOU) — Defines general areas of

understanding between two or more

parties

— Voluntary, non-binding, and
subordinateto each agency’s
statutes, regulations, policies, and
localinstructions

— Explains what each party plansto
do; however, what each party
doesis not dependent on the
actions ofthe other party (e.g.,
does not require reimbursement
or other support from receiver)
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- AFA Recommendations: All

Recommendation Technical Recommendation Title
Numberand Area
Information

Near Term
R-1

Recommendation

Implement Future Flight Safety Strategy (FFSS)
study recommendation
Achieve and sustain the 2015 Range Baseline

Rationale for the 1. Achieve, then sustain the projected 2015Baseline (AKA 2015LTRS
Recommendation Architecture/FSDPoD)
a) Operations and Maintenance costsavings associated with the
divestiture of instrumentation

b) Modifies LET 2018 Baseline architecture

Accepted Rejected Modified.

GSDOTEMPLOOI, Rev. G, 03113/12
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AFA Recommendations: Weather

Near Term
R-23

Weather Weather system which have no planned projects
or are on hold

WxR4: For weather systems at risk of failure before 2015 for which a funded
sustainment or replacement project does not exist. Inmediate efforts should be
made to locate funding and initiate such projects to preclude operational delays due
to component/system failures. The following systems are in this category and are
presented in priority order with the highest priority first:

WxR4.1 GOES hardware uparades. GOES is the subsystem of MIDDS that receives
critical satellite data provided by NOAA. The hardware is operational and
maintainable but spares are inadequate o unavailable. The satellite data is essential
to both forecasting and real-time day of launch support.

WxR4.2 WINDS sustainment. The sensors on the WINDS towers are very old. The
hardware s operational and maintainable but spares are inadequate or unavailable.
The tower data is essential to both forecasting and real-time day of launch support.
WxR4.3 LPLWS sustainment. The LPLWS sensors are very old. The hardware is
operational and maintainable but spares are inadequate or unavailable. The LPLWS
(field mill) data is essential to lightning forecasting, issuance of lightning watches
and warnings, and real-time day of launch support.

Failure to fund or complete these sustaining engineering or replacement projects
will result in system failures creating an inability to meet range requirements.

Part of project information sheets.
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AFA Recommendations: Command Timing

Recommendation Technical Recommendation Title
Numberand Area
Information

Near Term

R-22 KSC Comm interface with ER

EHG L EELLT N Provide KSC Comm interface and enhanced services to ER with the

eventual goal of providingIP-based interface for video, voice and data to
upgrade existing EasternRange interfacesto KSC.

Rationale for the This IP-based interface is classifiedas a “fiber meet” whereby the IP
CELL T LG E LT interfaces between NASA and the ER have total interoperability

Identified Maps to AF capability to cutover from Bldg. 1641 (XY
Requirement / Replacement Project). Will relocate KITS equipment from XY
Lo T E LA EEL B to new Communication Facility interface to Eastern Range.

Accepted & Rejected Modified
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AFA Recommendations: Command Timing

Near Term
R-21

AF Count

G % IRIG CS5 Count signal distribution completion
eneration

Provide completion of digital IRIG CS5 Countsignal distributionand
deactivation of legacy analog FDME signal distribution.

LTRS Architecture requires using the digital C$5246 signal for both
Countand Time of Vehicle First Motion distributionto all
instrumentation and reader displays. A small percentage of the current
reader/displays are not compatible with the new digital CS$5 Countsignal
and will need replacement. Est: $1.5M

Both the AF and NASA have a mixed bag of Count signal distribution.
By moving to C$-5246 there will be an instant cost saving by eliminating
legacy system and resultant reduction in maintenance costs.

Accepted > Rejected Modified.
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Recommendation
Numberand
Information

Near Term
R-2

AFA Recommendations: Weather

Technical Recommendation Title
Area

Eliminate NASA/AF NOAA Weather Buoys

Recommendation

The NASA/AF NOAA weatherdata buoys can be eliminated.

Rationale for the
Recommendation

The weather buoysare no longer required because of the completion of
the Space Shuttle program which they supported. No currentor
anticipatedrange userhas a requirementfor them.

Identified

Accept:

ed__ & Rejected Modified,
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AFA Recommendations: Weather

Recommendation Technical
Numberand Area Recommendation Title

Information

Near Term

R3 Eliminate Winds Towers West of 195

The WINDS towers west of Interstate 95 can be eliminated to reduce the
GEG G EHEELLTEE cost of the ER WINDS network.

Rationale for the Reduction in the number of towers in the WINDS network can be made
GELL T LG E LT without compromising its ability to meet the known requirements.

Identified
Requirement/ None for towers west of 195.

Capability/ Need

Accepted__ & Rejected Modified
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AFA Recommendations: RF & Optics

Near Term
R-4

Telemetry
Increased Telemetry Downlink Data Rates

JointAir Force and NASA FY 13 sustainment projectfor Tel IV to provide
the minimum 20-Mbps TM downlink data rate identified in study and
refine supporting architecture.

Current Air Force and proposed SLS requirements cannotbe met. The
Air Force projects that would implement the 20-Mbps rate have been
delayed due to contractual and fundingissues. Thistechnology refresh
of TLMsystems will also address current systems’sustainmentand
obsolescence issues and an additional reduction in O&M costs.

Target projectfor FY2013.

Existing Air Force ORD requirements (§4.1.2.1) (§4.1.4.2.2) require
telemetry data rates of 10-Mbps minimum. Draft SLS-to-CTNICD (SLS-
ICD-031, item I.SLS-CTN.009) require a 20-Mbps downlink. Additional
EELV (Delta IV and Atlas V) informal discussionsindicate their desireto
implementa 20-Mbs telemetry data rate. The currentAir Force telemetry
modernization plans should provide additional details when the
information becomes available.

Accepted ___ Rejected, Modified.
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AFA Recommendations: RF & Optics

Near Term
R-5

Telemet:
% Uplink Capability to Vehicle and/or Crew

Developthe ground-based requirements and implementthe telemetry
(S-band) systems thatwill provide a local digital uplink capability.
Documentthe requirements, involved agencies, location options, and
costs/resources information.

CCDEV draftrequirementsindicate a need for uplink capability by or
before the 2015 time period. The digital uplink would be almost
exclusively a backup capability for voice communication with the crew,
and primary voice uplink for ascentand on orbit provided by
SCaN/TDRSS; howeveradditional capal esfor ground voice
test/checkout, local landing/reentry operations, and potential other
vehicle/capsule commandingwould be provided.

Local area digital uplink capability for ground test/checkout, ascentand
landing phases for crewed missions to supportvoice capability,and
potential non-voice vehicle/capsule commanding operations. Formal
requirements are pending.

Accepted Rejected Modified.
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AFA Recommendations: RF & Optics

Near Term Telemetry KSC SLF and Western Boundary RF support
R-6 and . - :
o (downlink and uplink) and Tracking
Tracking

Developrequirements, operational support plans and utilize portable
systems to provide SLF areaand western-boundary RF downlink, uplink
and tracking support.

Assess Long Term options to establish permanent capabilities.

Emergingand proposed SLF users will likely have telemetry downlink
and uplink requirements, other RF needs, and possibly tracking support
for T&E and/orsafety. Currentsystemsare unable to see the SLF and
have limited western-boundary coverage. Potential supportby RFTS and
mobile systems for optimal utilization based on mission requirements.

Emerging SLF users (for horizontal and/or vertical launch/landing
vehicles of CCDEV, CST-100, X-37) and potential reentry mission support
requires SLF and western-looking telemetry and tracking capabi
Currently unsupported for any user.

Accepted___ = Rejected Modified.
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AFA Recommendations: Command Timing

Near Term
R-7

AF Comm Data Transmission Telemetry Edge Device

Provide up to 20 Mbps Telemetry Comm Bandwidth per channel edge
device (Comm on-ramp). This requirementwill upgradeand modernize
Telemetry Comm capability for all range users.

Telemetry Modernization requires 20Mbps capability which cannot
currently be met with the Wide Area Network Interface Units (WANIUs)
(Commiinterface to the Core). Maximum output over ATM Portis 100
Mb/s which can handle currentrequirements butthereis a bottleneck at
the WANIU RS-422 I/F which s only capable of 5.1 Mbps. ER will soon
be unable to satisfy normal customer telemetry support.

Thereis currently no written requirementfor this capability. However,
Boeing has verbally expressed the need for this capability by early 2014.
This capability is a stand-alone requirement because MEN/IP Companion
will not be completedby need date.

Accepted Rejected Modified.
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AFA Recommendations: Command Timing

Near Term
R-8

AF Comm AF Optics Comm

Providemodemized Digital connectivity at Universal Camera Site (UCS)
Optics assets.

Optic assets needa method for quick/reliable asset connection for site
Comm connectivity including Video Subsystem Transportincludingfiber
to all sites. Existing video system will not be able to handle future high
bandwidth video requirements. Sites that still requirefiber are Hangar-G,
UCS-1/2/6/9/15/17/24/25.

Implementation requiredto improve optic asset set up/missionsupport.
Establish methodfor quick/reliable asset connection to site fiber.

Accepted Rejected Modified.
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AFA Recommendations: RF & Optics

Near Term
R-9

Metric

Optics Metric Optics Digital Video/Optics Modernization

Provide high-speed digital video/optics capability to metric optics
subsystems through replacement of currentfilm-based cameras with
high-speeddigital cameras that will modernize and upgrade optics
capabilities for all range users.

Currentfilm-based system and resources are obsolete and
unsustainable. Technology re-fresh and modernizationto provide
video/optics capabi s thatare currentindustry standards. Cost
reduction/costavoidance of digital verses film. Reduce/eliminate film
handling/processing and associated operator costs. Determinethe
timeline for Near Term verses Long Term options; execution may be all
in the Long Term.

Modernizationfor Air Force metric optic subsystems, and facilitates
additional upgrade efforts for metric optic instrumentation.

Accepted Rejected Modified.





