HISTORICAL STUDIES i e

SocIieTAL IMPACT
of SPACEFLIGHT

Steven J. Dick
Editor




HISTORICAL STUDIES in the

SOCIETAL IMPACT
of SPACEFLIGHT






HISTORICAL STUDIES in e

SOCIETAL IMPACT
of SPACEFLIGHT

Steven J. Dick
Editor

National Aeronautics and Space Administration

Office of Communications
NASA History Program Office
Washington, DC
2015

NASA SP-2015-4803



Library of Congress Cataloging-in-Publication Data

Historical studies in the societal impact of spaceflight / Steven J. Dick, editor.
p. cm. — (Societal impact series ; v. 3)

Includes bibliographical references and index.

“NASA SP-2015-4803.”

1. Astronautics—Technology transfer—History. 2. Astronautics—Public
opinion—History. 3. Astronautics—Social aspects—History. 4. United
States. National Aeronautics and Space Administration. I. Dick, Steven J.
TL865.H58 2010

338.973°06--dc22

2009030014

This publication is available as a free download at
hitp:/fwww.nasa.gov/ebooks.

N 978

781626"830271

-1-62

1sB 62683-027-1
“ ‘FOOOO>
9


http://www.nasa.gov/ebooks

PART |

CHAPTER 1.

PART Il

CHAPTER 2.

CHAPTER 3.

CHAPTER 4.

PART IlI

CHAPTER 5.

CHAPTER 6.

CHAPTER 7.

CONTENTS

INTRODUCTION. . . oot vii

OPINION

The Impact of Space Exploration on Public Opinions,

Attitudes, and Beliefs
William Sims Bainbridge. . . ............ ... ... .. ... ..... 1

SPINOFF?

Societal Impact of NASA on Medical Technology
William Sims Bainbridge. . .. ............................ 77

NASA’s Role in the Manufacture of Integrated Circuits
Andrew J. Butrica .. ............ ... ... ... 149

NASA’s Role in the Development of MEMS
(Microelectromechanical Systems)
Andrew J. Butrica .. ............ ... .. . ... 251

THE WORLD AT LARGE

Powering Space Exploration: U.S. Space Nuclear Power,
Public Perceptions, and Outer Planetary Probes
Roger D. Launius .. ...... ..., 331

NASA and the Environment: An Evolving Relationship
W, Henry Lambright. . .. ....... .. ... ... ... 383

Societal Impacts of Applications Satellites
David ]. Whalen . . . ....... ... .. . . . . . . .. 427



vi

CHAPTER 8.

CHAPTER 9.

Historical Studies in the Societal Impact of Spaceflight

Impacts of the Apollo Program on NASA, the Space
Community, and Society
Eligar Sadeb . .. ........ .. . . . .

An Astrosociological Perspective on the Societal Impact
of Spaceflight
Jim Pass . ...



vii

INTRODUCTION

Following the publication in 2007 of the Societal Impact of Spaceflight
volume in the NASA History series, the NASA History Division com-
missioned a series of more in-depth studies on specific subjects.! This volume
presents those studies to scholars and the public, and represents what is hoped
will be a continuing series in the effort to understand the mutual interaction
of space exploration and society—part of a larger need to understand the
relationship between science, technology, and society.

Emphasizing the importance of public attitudes toward space, the volume
opens with sociologist William Sims Bainbridge’s study of the impact of
space exploration on public attitudes. Based on seven decades of question-
naire survey data, and combining historical and social science approaches, the
chapter considers both changes in public opinion over time and key themes
that have shaped public opinion. Because the study surveyed vast ranges and
quantities of data, it uncovered a number of historical and social science ques-
tions that deserve more focused study in the future, integrating historical
data and methodologies into statistical analysis of questionnaire survey data.
Because NASA has entered a new era of space development, it is ever more
important to understand changing public opinion in a historical context.

“Spinoff” is the first aspect that comes to mind for most people who
think at all about the impact of space exploration, those technologies that
are thought—wrongly or rightly—to have emanated from the space pro-
gram. Part II consists of case studies of specific potential spinoffs and explic-
itly raises the difficult questions of what can be considered spinoff and how
much of any particular claimed spinoff can be attributed to NASA—thus the
interrogatory “Spinoff?” title for this section rather than the usual declara-
tive “Spinoff.” Though NASA claims many spinoffs and publishes an annual

1. Steven J. Dick and Roger D. Launius, eds., Societal Impact of Spaceflight (Washington,
DC: NASA SP-2007-4801, 2007), available online at hzzp://history. nasa.gov/sp4801.pdf.
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Spinoff report,” it seldom parses its claims very finely. The three chapters in
this part aim to do just that. Bainbridge’s study of medical technology rein-
forces the judgment of social scientists who wrote 30 to 40 years ago that
spinoffs are a problematic concept: they may not reflect the most important
channels by which NASA contributes to scientific and technological progress,
even if they do provide coherent stories to communicate with the general
public about the history of space exploration.

Andrew ]. Butrica tackles the oft-made claim that NASA played a major
role in the early development and use of integrated circuits. In particular,
he addresses a specific question: What was the role of NASA in improving
the manufacture of integrated circuits during the Apollo era? Butrica finds
that the answer is not so simple. In a second and related essay, he shows
that another claim—that the multibillion-dollar industry known as MEMS
(microelectromechanical systems) originated at NASA—was actually such
a close collaboration with nearby Stanford University that this story is also
much more complex than usually thought. Butrica’s conclusions are also in
accord with an earlier finding that even if a particular spinoff can be attrib-
uted in whole or in part to NASA, attribution to individuals is still more
difficult. As James E. Tomayko found in writing his report on Computers
in Spaceflight: The NASA Experience, “often in corporations and government
agencies individual achievement is buried within the institution. NASA is no
exception. It was exceedingly difficult to get people both in the [A]gency and
in contractor organizations to identify who did what, or even to take personal
credit where appropriate.” This reminds us that, for better or worse, we have
come a long way from the lone figure working in a laboratory.

Part III encompasses a variety of diverse studies of NASA’s impact on the
world at large, ranging from the technology of radioisotope thermal gen-
erators and the public controversy over the use of these nuclear components
in spacecraft (Roger D. Launius’s chapter), to NASA and the environment
(W. Henry Lambright’s chapter), the impact of applications satellites (David
J. Whalen’s chapter), and the impact of the Apollo program (Eligar Sadeh’s
chapter). At another level, space exploration has spawned new disciplines—
ranging from astrobiology and astrochemistry to astrogeology—and has
enlarged the boundaries of age-old problems by contemplating such areas as

2. Issues of Spinoffare available at htzp.//spinoff-nasa.govlindex. html (accessed 20 April 2015).

3. James E. Tomayko, Computers in Spaceflight: The NASA Experience, NASA CR-182505
(Washington, DC: NASA Scientific and Technical Information Division, 1988), available
at hitp://history.nasa.govicomputers/ Compspace. html, Preface.
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astrotheology.® One of the least developed disciplines, but ripe for explora-
tion, is astrosociology—the subject of the final chapter (by Jim Pass) in this
volume. This section demonstrates that our entry into space has altered the
intellectual landscape of the 20th and 21st centuries in ways large and small,
broadening our horizons in ways we sometimes fail to recognize.

This volume is the third in the NASA History subseries on the societal
impact of spaceflight and follows a book entitled Cosmos and Culture: Cultural
Evolution in a Cosmic Context.’ That volume makes clear, far beyond the scope
of the present work, how much cosmos and culture have become intertwined
in the human experience. NASA and other space agencies around the world
have contributed much to our understanding of the universe, enriching cul-
tural worldviews and revealing the potential for other cultures throughout
the universe. Not a bad legacy for 50 years of activity beyond the Earth’s
atmosphere.

Steven J. Dick

Former NASA Chief Historian
Washington, DC

April 2015

4. On the history of astrobiology—the study of life in the universe—see Steven J. Dick and
James E. Strick, 7he Living Universe: NASA and the Development of Astrobiology (New
Brunswick, NJ: Rutgers University Press, 2004). On astrotheology, see Steven J. Dick,
ed., Many Worlds: The New Universe, Extraterrestrial Life, and the Theological Implications
(Philadelphia: Templeton Press, 2000).

5.  Steven J. Dick and Mark Lupisella, eds., Cosmos and Culture: Cultural Evolution in a
Cosmic Context (Washington, DC: NASA SP-2009-4802, 2009), online at http://history.
nasa.gov/SP-4802. pdf-
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Chapter 1

THE IMPACT OF SPACE EXPLORATION ON
PuBLic OPINIONS, ATTITUDES,
AND BELIEFS

William Sims Bainbridge

1. Introduction

S ince July 1944, when a Gallup poll asked two questions indirectly related
to the German V-2 rocket program, scores of major questionnaires have
included items about space exploration. The end of the Space Shuttle era is
a good time to survey the history of public understanding and enthusiasm,
because there have already been several historical periods and episodes during
which influences have differed. The aims of this project are to survey the full
sweep of American questionnaire studies offering insights about the public
impact of space exploration and to connect the findings solidly to concrete
historical developments.

Surveys of public opinion serve at least three functions in modern society.
First, they support democratic institutions by informing policymakers about
the mood of the citizenry. Research by political scientist Alan Monroe showed
that American public policy was largely consistent with the results of opin-
ion polls on policy issues, although more consistent in the 1960s and 1970s
than afterward.! Second, polls provide interesting stories for journalists, and
the results of a poll are often treated as news themselves. Beginning in 1967,
CBS began doing its own polls in association with the New York Times; NBC
started polling in 1973; ABC followed suit in 1981; and CNN partnered with
Gallup from 1992 until 2006.> Third, polls offer a wealth of data for social
scientists interested in tracing trends or testing theories. This study expands
the social-scientific function into a historical method for understanding the
past. It is important to realize that different functions imply somewhat differ-
ent questionnaire designs and analytic techniques.

1. Alan D. Monroe, “Public Opinion and Public Policy, 1980-1993,” Public Opinion
Quarterly 61, no. 1 (1998): 6-28.

2. Seymour Sudman, “The Network Polls: A Critical Review,” Public Opinion Quarterly 47,
no. 4 (1983): 490-496.
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The 1936 U.S. presidential election was a watershed for opinion poll
methodology, because a Gallup poll based on rigorous sampling procedures
correctly predicted Roosevelts victory, whereas a much more massive poll
done by the Literary Digest following its traditional unsystematic methods
incorrectly predicted a Landon victory.> Subsequent national polls, like many
reported throughout this chapter, employed complex sampling procedures,
partly based on the principle that large random samples reduce many of the
biases that more convenient samples would introduce and partly based on
quota sampling to make sure that groups in the population are properly rep-
resented. It is important to understand that there are two very different but
equally valid traditions of questionnaire research in social science, and this
project will use them both:

1. Opinion research, in political science and sociology, which attempts to
use random samples of the general public and is usually limited to a
small number of very simple space-related items, frequently as few as
one, that can be understood by everybody.

2. Research on the clustering of beliefs, attitudes, and values, typically
social-psychological (in psychology or sociology), which places less
emphasis on random samples and employs a large number of ques-
tions, with many aimed at respondents who are better educated and
more knowledgeable than average.

Random samples have two primary advantages. First, they are the best way
of estimating population parameters—the percentage of the larger popula-
tion that holds a particular attitude, or the fraction of registered voters who
plan to vote for a particular candidate. Second, random sampling is required
for some statistical procedures, notably estimates of statistical significance.
Unfortunately, it has become increasingly difficult to achieve anything like
a simple random sample in practice. Costs have forced survey researchers to
use stratified or quota samples; increasing fractions of the public refuse to
participate, and the changing nature of telephone service makes sampling
by random digit-dialing extremely problematic. Another disadvantage is that
high cost has limited the number of questions that can be included on any
given topic.

Nonrandom samples were disparaged for many years in social science
because they lacked the parameter-estimation and statistical-significance
advantages of random samples, but the increasing problems with random sam-
pling and the new opportunities for research over the Internet have muted this
earlier criticism. The chief advantage of online polling is the cost-effectiveness

3. George Gallup, The Sophisticated Poll Watchers Guide (Ephrata, PA: Science Press, 1976).
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when the aim is to include many questions on a given topic. Multiple ques-
tions allow statistical analysis of reliability of measurement, construction of
multi-item scales that measure a phenomenon more precisely than any one
item could achieve, and the use of methods such as factor analysis to identify
clusters of items or dimensions of meaning that reveal much about the con-
ceptual structure of the topic. In the case of Web-based questionnaires, which
may have very large numbers of respondents, the lack of a random sample
can be compensated for to a great extent by exploring the impact of control
variables and by conducting internal replication that compares results across
subgroups among the respondents.

Different methodologies naturally connect to different kinds of theories
and are best suited for addressing different types of questions. Random sam-
ples naturally fit the democratic ideals that each adult citizen should have a
vote equal to every other, and that public policies should reflect the will of the
citizenry. More specialized samples can be justified on the traditional anthro-
pological basis that some individuals are especially well qualified to represent
their culture or subculture. There is no need to decide between these different
approaches, with their distinctive advantages and disadvantages, and here I
present valuable results from opinion studies of many kinds.

Consider the two questions in the July 1944 Gallup poll: “A Swedish
newspaperman says the Germans are now building robot bombs which can
hit cities on our East Coast. Do you believe this is true? Do you think that in
another twenty-five years such flying bombs will be able to cross the Atantic
Ocean?” At that point in the war, the V-1 “buzz bomb” cruise missile had
just been introduced. The V-2 rocket had not yet made its appearance in
war but was being tested over the North Sea, and Swedes had heard about it.
In fact, German rocket engineers were working on early designs for a three-
stage transatlantic rocket, what would have been the first ICBM if it had
been completed, but the public knew nothing about it. Indeed, few respon-
dents probably had a sound basis for answering the questions. However, their
answers were not far off the mark, because only 20 percent felt the Germans
were already building such a weapon, but 70 percent thought one would
exist in a quarter century.* Thus a fundamental issue is how well informed
the public was and whether it had an adequate basis for responding to a
particular question.

In October 1947 a Gallup poll asked, “How long do you think it will be
before man will be able to fly to the moon?” The largest group, 38 percent,
said “never.” Another 23 percent would not venture a guess, and 16 percent

4. George H. Gallup, ed., The Gallup Poll: Public Opinion 1935-1971 (New York: Random
House, 1972), p. 456.
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failed to answer. Only 21 percent mentioned a specific time, but the median
guess of 20 to 29 years turned out to be on the mark.> A decade later, in
October 1957, just days after the launch of Sputnik, Gallup asked, “How
long do you think it will be before men in rockets will reach the moon?”
This time 52 percent were able to answer, and the median answer, 12 years,
turned out to be exactly right.® In December 1949 and again in January 1955
the Gallup poll asked, “In the next 50 years, do you think men in rockets
will be able to reach the moon?” The percentage who said “yes” increased
from 15 percent to 38 percent over this span of five years. The fact that these
optimists turned out to be right does not prove their superior understanding
of the technical challenges. In 1949, 63 percent believed that “trains and air-
planes” would be run by atomic power in 50 years, and 88 percent believed
that an “absolute cure for cancer” would be found in the second half of the
20th century.” Neither of these breakthroughs has in fact occurred.

In May 1961, the month after Yuri Gagarin became the first human to
orbit Earth, 21 percent of Americans believed men in rockets would reach the
Moon in fewer than five years, and another 13 percent said exactly five years.
In contrast with these optimists, 4 percent said six to nine years, 14 percent
said ten years, 6 percent said more than ten years, and 9 percent said “never.”
The remaining third said they did not know.® Thus, in the first four years of
the space age, the fraction lacking an opinion dropped from 48 to 33 percent.
In retrospect, questions such as these can help us to understand how poorly
informed many people were at the beginning of space history and allow us to
trace their developing awareness of the potential of space exploration as the
years passed.

5. Doll of about 1,500 American adults by Gallup, 24-29 October 1947, Roper Center
USGALLUP47-406.QKT11. Note: The websites and polling data referenced in this
chapter were accessed early in 2007, and many may have changed or vanished since then.
Note that some URLs default to a different page from the one where data for this study
were originally found, and other pages were revised over time. In addition, researchers may
find the “Wayback Machine” tool at htp://archive.org/index.php helpful to locate previous
versions of Web pages. Polling data was derived from the following sites: the Gallup
Organization, htp:/fwww.galluppoll.com/, the Roper Center, hup:/fwww.ropercenter.
uconn.edu/; the Odum Institute for Research in Social Science, htp://152.2.32.107/
oduml/jsp/home.jsp; the Computer-assisted Survey Methods Program, http://sda. berkeley.
edularchive.htm; and the Pew Research Center for the People and the Press, htp://people-
press.orgl.

6. Poll of 1,573 American adults by Gallup, 10-15 October 1957, Roper Center
USGALLUP57-590.Q005A.

7. George Gallup, “Number Who Think Trip to Moon Possible Has Doubled in 5 Years,”
press release, 28 January 1955, American Institute of Public Opinion, Princeton, NJ.

8. Doll of 1,545 American adults by Gallup, 17-22 May 1961, Roper Center
USGALLUP.61-645.R003.


http://archive.org/index.php
http://www.galluppoll.com
http://www.ropercenter.uconn.edu
http://www.ropercenter.uconn.edu
http://152.2.32.107/odum/jsp/home.jsp
http://152.2.32.107/odum/jsp/home.jsp
http://sda.berkeley.edu/archive.htm
http://sda.berkeley.edu/archive.htm
http://people-press.org/
http://people-press.org/
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The way a poll frames a question can shape the answers it gets. For example,
a December 2003 Gallup poll done for CNN and USA 7oday split respon-
dents at random into two groups and gave them different questions about
the space program. One group was asked, “Would you favor or oppose a new
U.S. space program that would send astronauts to the moon?” A majority
(53 percent) said they favored the idea. The other group was asked, “Would
you favor or oppose the U.S. government spending billions of dollars to send
astronauts to the moon?” With this wording, stressing the cost, a majority
(67 percent) opposed the idea.” In understanding the results of historical
polls, we need to keep this wording issue in mind, even when the differences
are less striking. For example, in October 1965 a Harris poll asked, “If you
had to choose, do you think it more important or less important to spend 4
billion a year on the space program than to spend it on reducing the national
debt?” Given this trade-off, 54 percent said that they would prefer to reduce
the national debt versus 46 percent who would continue the space program.
In comparison with “another tax cut,” the space program did slightly better,
just 51 percent preferring the tax cut and 49 percent preferring the space
program.'® In 1982 a Yankelovich poll set the stage for a long-term trade-off
question: “Some authorities have said that it is important that the country
build more jails and/or increase their capacity if our prison system is to be
more effective in curbing crime. This will require the use of tax dollars. Do
you think it is more important to use tax money to build and expand our pris-
ons, or more important to spend the money on the space program.” Given
the context of curbing crime, 61 percent would have expanded prisons, and
only 26 percent defended the space program."!

Even the attempt to avoid setting a context can have the effect of setting
one. For example, here is how a Roper poll in February 1987 introduced a
group of funding questions:

Regardless of how you feel about the overall amount in the budget, you may
think we should spend more or less on certain items. Here is a list of the major
items in the budget. Would you go down that list and for each one tell me
whether you think we should be spending more than President Reagan has
proposed in his budget, or spending less than he has proposed, or that he has
proposed spending about the right amount on it?

9. A CNN/USA Today/Gallup poll, 5-7 December 2003, reported under “Science and
Nature,” http:/fwww. PollingReport.com.
10. Poll of 1,250 American adults by Harris, October 1965, Roper Center USHARRIS.
110165.R3E, USHARRIS.110165.R31.
11. Poll of 1,010 American adults by Yankelovich, Skelly, & White, 8-10 June 1982, Roper
Center USYANK.828611.R34A.


http://www.PollingReport.com
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The pollster says to ignore the overall amount in the budget but then men-
tions President Reagan, thus possibly contaminating results with attitudes
toward him. With this introduction, just 17 percent said we should be spend-
ing more on the space program; 34 percent said Reagan had proposed the
right amount; 42 percent felt we should be spending less; and 8 percent did
not know."

However, the wording of the question does not overwhelm respondents
when the issue is clear and they actually have an opinion. For example, in
1987 the General Social Survey (GSS) introduced a battery of funding items
thus: “We are faced with many problems in this country, none of which can
be solved easily or inexpensively. I'm going to name some of these problems,
and for each one I'd like you to tell me whether you think we're spending too
much money on it, too little money, or about the right amount.” In response,
16 percent said we were spending too little on the “space exploration pro-
gram,” thus wanting us to spend more. The group who felt the right amount
was being spent made up 38 percent; 41 percent of respondents felt we were
spending too much and thus wanted us to spend less; and 6 percent were not
sure.” Despite the very different wordings, these Roper and GSS polls are
actually very close in their results: 17 percent versus 16, 34 percent versus 38,
and 42 percent versus 41.

This chapter uses data from public opinion polls and other questionnaire
studies to examine the impact of the space program on the American public,
considering such issues as how much the public has supported the program,
what the program has meant to people, and how it has affected people’s think-
ing. I consider public reaction to historically significant events, such as the
first Moon landing and the two Shuttle catastrophes, and I assess variations
in support for space exploration across subgroups in the population, includ-
ing changing patterns over time. I see evidence that space exploration pro-
motes public interest in science and technology more generally, potentially
deepening popular understanding of the infinite universe we live in. This is
a historical study, but the space program has always concerned the future.
Therefore, I examine images of the future of the space program as held at
different times by the general public, such as levels of support for the Moon
and Mars programs.

This study draws not only on academic publications such as articles
in journals like Public Opinion Quarterly and press releases from polling

12. Poll of 1,996 American adults by Roper, 14-28 February 1987, Roper Center
USROPER.87-3.R11G.

13. Computer-assisted Survey Methods Program (CSM) at the University of California,
Berkeley, http:/lsda.berkeley.edulindex.him.


http://sda.berkeley.edu/index.htm
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organizations; it also freshly analyzes the raw data from about two dozen
historical polls. I am therefore greatly indebted to the following archives:
the Gallup Organization in Princeton, New Jersey; the Roper Center at the
University of Connecticut; the Odum Institute for Research in Social Science
at the University of North Carolina—Chapel Hill; the Computer-assisted
Survey Methods (CSM) Program at the University of California, Berkeley;
and the Pew Research Center for the People and the Press in Washington,
DC.'" The marvelous data contained in these archives will continue to be of
great value for researchers who wish to look even more deeply into issues of
public opinion and space exploration than I am able to accomplish here.

2. From Sputnik Through Apollo

When the Soviet Union launched Sputnik into orbit on 4 October 1957, the
American public was not very well prepared to understand the meaning of
the event. To be sure, Americans who concluded that the Soviets possessed
advanced capabilities to build long-range military rockets were correct, but
those who assumed the USSR was ahead of the United States in this area
were wrong. Those who concluded that American science, technology, or
national education system was inferior were also wrong, although this belief
strengthened those institutions by channeling funding in their direction over
the subsequent years. Rather, political decisions had given higher priority to
perfecting ICBMs outside public view and to preparing a low-cost scientific
satellite project called Vanguard. In 1956, Wernher von Braun’s team work-
ing for the U.S. Army could have launched a satellite and did so on short
notice after Sputnik, but his group was politically tainted for having earlier
developed the V-2 rocket for Nazi Germany.

Arguably, the United States could have launched a satellite as early as 1950
if it had possessed the will to do so. On 24 February 1949, the United States
had launched an American-designed WAC Corporal rocket to an altitude
of 250 miles, using a captured German V-2 as a booster, although a much
larger booster would have been required to achieve orbit. Work to develop
the Atlas ICBM began in 1946 but was halted a year later and not resumed
until the mid-1950s because the aircraft of the Strategic Air Command were
given the long-range bombing role.”” A balanced understanding of the his-
torical period would require considerable knowledge of technical and political

14. See http:/fwww.galluppoll.coml, hetp:/fwww.ropercenter.uconn.edul, hiep://152.2.32.107/
oduml/jsplhome.jsp, http://sda. berkeley.edularchive.htm, http://people-press.org/.

15. William Sims Bainbridge, 7he Spaceflight Revolution (New York: Wiley-Interscience, 1976).


http://www.galluppoll.com/
http://www.ropercenter.uconn.edu/
http://152.2.32.107/odum/jsp/home.jsp
http://152.2.32.107/odum/jsp/home.jsp
http://sda.berkeley.edu/archive.htm
http://people-press.org/
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factors, including information not available to the public at the time. The
euphoria after victory in World War II was short-lived, followed by the Berlin
crisis, the Korean War, and a Cold War in which the very future of democracy
was in question. In such a context Sputnik caused great shock.

In October 1957, Gallup interviewers asked a nationwide sample of
Americans an open-ended question about why they thought the Russians
were able to launch a satellite before the United States did. Four main kinds
of answer, in order from most common to least common, were: 1) They
worked harder; 2) They had better scientists, including Germans; 3) The
U.S. program was badly organized; and 4) Russia invested more money.'¢
Late in the next month, a Gallup poll asked another open-ended question:
“Where, specifically, would you put the blame, if anywhere, for letting the
Russians get ahead of us in developing rockets and missiles?” Only 3.8 per-
cent of respondents rejected the assumption in the question that Russia was
ahead, although at the time the United States probably had a lead in most
areas of military rocketry. Other respondents cast blame in many directions,
including President Eisenhower (5.4 percent), the administration more gen-
erally (3.8 percent), unnamed government leaders (3.6 percent), Congress
(1.6 percent), the budget (4.7 percent), the Defense Department (2.7 per-
cent), interservice rivalry (5.0 percent), earlier administrations (1.9 percent),
all Americans (2.5 percent), “our complacency, smugness, cocksureness,
neglectfulness” (4.8 percent), Russian espionage (4.3 percent), not enough
good scientists (1.3 percent), the failure of the United States to get the best
German scientists (1.3 percent), not enough emphasis on rockets (2.8 per-
cent), and “inadequate educational preparation for science” (4.9 percent)."”

A Gallup press release dated 18 December 1957 claims that 4.1 million
Americans had seen either Sputnik or Sputnik II as it passed overhead, on the
basis that 4 percent of respondents to a poll had done so."® This is a rather
extreme extrapolation from limited data, because of 1,505 people polled by
Gallup, just 38 claimed to have seen Sputnik, and 28 said they saw Sputnik II.

James Swinehart and Jack McLeod compared a survey on science aware-
ness administered to 1,919 Americans six months before Sputnik with a simi-
lar poll of 1,547 done six months afterward."” Before Sputnik, 54 percent

16. George Gallup, “Russia First with Satellite by ‘Harder Work'—U.S. Public,” press release,
24 October 1957, American Institute of Public Opinion, Princeton, NJ.

17. Poll of 1,499 American adults by Gallup, Gallup poll #592, 25 November 1957, Gallup
Organization, Princeton, NJ.

18. DPress release, 18 December 1957, American Institute of Public Opinion, Princeton, NJ;
I myself saw Sputnik II.

19. James W. Swinehart and Jack M. McLeod, “News About Science: Channels, Audiences,
and Effects,” Public Opinion Quarterly 24, no. 4 (1960): 583-589.
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claimed to have heard nothing about Earth satellites, while afterward this
level of complete ignorance had dropped to only 8 percent. However, the
fraction possessing detailed scientific information had not increased, remain-
ing at 11 or 12 percent. Instead, those having only very general information
about satellites had risen from 8 percent to 16 percent; awareness that compe-
tition between the United States and Russia was involved had increased from
1 percent to 20 percent; and a sense that satellites were connected to unspeci-
fied future possibilities went from 0 percent to 17 percent. In both polls the
remainder of 25-27 percent possessed misinformation or were only vaguely
aware that something had happened. A number of polls found that only small
fractions of the public, often as low as 10 percent, understood how the bal-
ance between gravity and “centrifugal force” kept a satellite in orbit.”* Thus
the news about Sputnik seemed to have alerted many people to the topic but
not to have informed them very deeply about it.

Serena Wade and Wilbur Schramm analyzed the same poll data to com-
pare how well informed people were who got their news from different
sources. Prior to Sputnik, only 10 percent of those who got their news from
radio had some kind of science information about purposes and possibilities,
whether detailed or not. The percentages were larger for those who got their
news from television (16 percent had some science information), newspapers
(22 percent), and magazines (38 percent). A year later, the fraction with at
least some science information about satellites was greater for all four groups:
radio (19 percent), television (25 percent), newspapers (34 percent), and
magazines (47 percent).”!

The chief meaning of the Sputniks for public opinion was announcing
that the Soviet Union was technologically more capable than many people
had realized and tilting the international prestige competition in its favor. In
a comprehensive review article published in 1960, Gabriel Almond reports
that polls in many nations demonstrated that large majorities knew about the
launch. In Norway, 97 percent had heard about a satellite, and 94 percent
knew it was Russian. In descending order, here are the percentages of people
in various countries knowing the satellite was Russian: France (93 percent),
Austria (92 percent), Belgium (91 percent), Germany (90 percent), Italy
(88 percent), Canada (83 percent), Japan (78 percent), Britain (73 percent),
Mexico (67 percent), and Brazil (51 percent). Polls from four nations, carried
out both a month after the Sputnik launch and again a year later, supported
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Almond’s argument that the impact on public perceptions of the United
States and Russia was great.””

Respondents in France, Great Britain, Italy, and West Germany were
asked, “All things considered, do you think the U.S. or Russia is ahead in sci-
entific development at the present time?” They were also asked which country
was ahead “in total military strength.” Table 1.1 reports results, leaving out
those who volunteered that the two nations were equal or who expressed
no opinion. A month after Sputnik, more people in Britain, France, and
Italy believed Russia was ahead in science, and only West Germans gave the
United States a slight edge. After a year, the United States had pulled ahead in
three nations. On 31 January 1958, the United States launched its first satel-
lite, Explorer 1; so at the time of the October 1958 polls, both the United
States and Russia had proven they could launch spacecraft.

Domestically, something like a “Sputnik panic” energized the creation
of NASA and provided ammunition for an existing social movement that
wanted to improve American science education.?? On the fortieth anniversary

TABLE 1.1. Prestige Competition Between the United States and Russia

In Scientific Discovery In Military Strength
Public Perception November October November October
1957 1958 1957 1958
Great Britain
United States Leads Russia 20% 43% 19% 26%
Russia Leads United States 58% 30% 50% 41%
West Germany
United States Leads Russia 36% 44% 38% 24%
Russia Leads United States 32% 23% 23% 23%
France
United States Leads Russia 11% 20% 17% 19%
Russia Leads United States 49% 34% 25% 28%
Italy
United States Leads Russia 23% 33% 34% 38%
Russia Leads United States 37% 30% 22% 23%
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of Sputnik, the Center for Science, Mathematics, and Engineering Education
held a symposium at the National Academy of Sciences devoted to the satel-
lite’s enduring impact on educational reform. Participants found much to
criticize, notably the unrealistic expectations for “the new math” that had
tried to get schoolchildren to think abstractly like professional mathemati-
cians; but on balance they agreed that the American educational system had
improved its teaching of science in the wake of Sputnik. Several of the writ-
ten papers noted that leading educators had been promoting reform since the
end of the Second World War, and Sputnik was a useful tool to garner public
support for their efforts.?

The competition between the USSR and the United States came to be
called the Space Race.” At the beginning of 1960, 44 percent of Americans
responding to a Gallup poll thought Russia “will be first to send a man into
outer space,” versus 34 percent who thought the United States would be first
and 22 percent with no opinion.” A year later, 40 percent thought Russia
would be first; 35 percent nominated the United States; and 25 percent had
no opinion. On the premise that better-educated people had more solidly
grounded opinions, Gallup reported that fully 54 percent of college-educated
Americans thought Russia would win this stage of the space race.”

A poll carried out in Britain by the United States Information Agency
(USIA) in late April 1960 showed how inaccurate popular impressions can
be. More than a month earlier, the United States had launched the space
probe Pioneer 5, which achieved solar orbit. Britain’s Jodrell Bank radio
telescope had picked up the weak signal from Pioneer 5, and this fact had
been publicized. The poll asked, “What would be your best guess as to how
many of the space satellites still in the sky are American, and how many are
Russian?” While 28 percent of respondents had no opinion, and 25 percent
thought the numbers were about equal, only 17 percent thought America had
more satellites still in the sky, compared with 30 percent who thought Russia
had more. In fact, a total of 11 satellites were still in Earth’s orbit or solar
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orbit, 10 American and only 1 Russian.?® In 1961, Americans were evenly
split on whether the United States or Russia “is further ahead in the field of
space research”™—38 percent versus 38 percent, with 24 percent holding no
opinion. But by June 1965 the United States had pulled ahead to 47 percent
versus 24 percent saying Russia was ahead and 29 percent with no opinion.”
When asked, “How important do you think it is for the United States to be
ahead of Russia in space exploration,” 51 percent of Americans said “very
important.” Another 21 percent said “fairly important,” while 23 percent said
“not too important,” and 5 percent were not sure.”

Well-known aerospace historian Roger Launius has noted that today
many aerospace professionals and fans of the space program wrongly believe
that public support was strong during the heroic days of Apollo, marshaling
much evidence to prove that this was not in fact the case.’" Back in 1969,
Raymond A. Bauer wrote: “At no point have any poll data indicated strong
general support for the space program.”* Depending on how one defines
“strong,” this statement may be slightly too categorical, but it is certainly the
case that the majority of people never demanded an aggressive program of
space exploration. At the end of May 1961, a Gallup press release reported,
“Kennedy Must Convince Public of Value of Moon Shot Project,” because
58 percent of Americans did not want the estimated $40 billion spent on
this, compared with 33 percent who did.”” In January 1962, 22 percent of
Americans believed there was a “great and urgent need for action” to “land
an American astronaut on the moon.” Another 30 percent saw “some need,”
meaning that a slim majority of 52 percent saw a need to go to the Moon. In
contrast, 42 percent saw “little or no” need.* By March 1963 these numbers
had changed only slightly, to 53 percent against 42 percent.”> In November
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1962, 41.6 percent agreed “with President Kennedy’s objective of putting
a man in space on the moon by 1970,” but 42.0 percent disagreed, with
16.4 percent “not sure.”

Alan Shepard’s suborbital Mercury flight of 5 May 1961 helped Americans
feel their nation was catching up to the Soviet Union in space and even pull-
ing ahead in the related field of missiles. Gallup included this question in
four polls: “Which country—the United States or Russia—do you think is
farther ahead in the field of long-range missiles and rockets?” In October
1958, 40 percent thought Russia was ahead, and this view strengthened to
47 percent in February 1960 before falling to 30 percent in February 1961
and 20 percent immediately after Shepard’s flight. At the same points in
time, the fractions thinking the United States was ahead were 37, 33, 49, and
54 percent.”’

In October 1964, Americans were asked, “Do you think the U.S. should
go all out to beat the Russians in a manned-flight to the moon—or don’t
you think this is too important?” Only 26 percent wanted an all-out effort,
compared with 66 percent who felt beating the Russians was “not too impor-
tant” and 8 percent who did not know.*® By February 1967, 33 percent of
Americans had come to believe it was “important to send a man to the moon
before Russia does,” compared with 61 percent who felt it was not important.”

On 18 March 1965 the cosmonaut Aleksei Leonov exited the Voskhod 2
spacecraft while in orbit, accomplishing the very first spacewalk. A Harris poll
done later that month reminded respondents, “the Russians recently sent two
men into space, and one of them left the space ship and floated in outer space
for ten minutes,” then asked which of four different feelings they experienced.
The event made no impression “one way or the other” on 38.0 percent, and
28.1 percent said, “I was proud that man had taken a major step in conquer-
ing space.” Another 17.6 percent were “concerned because it showed how
far ahead of the United States the Russians are,” and 11.4 percent “didn’t
really believe they did it.”*® In June 1965 a Gallup poll asked, “Would you

like to see the amount of money being spent on space exploration increased,
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decreased, or kept about the same as it is now?” Only 16 percent of respon-
dents wanted funding increased, 42 percent were content to see it kept the
same, 33 percent wanted it cut, and 9 percent expressed no opinion. This is
a standard pattern found in poll after poll. Optimists may add the 16 per-
cent calling for an increase with the 42 percent wanting current funding to
continue and conclude that a majority of 58 percent supported the space
program. Pessimists would argue that twice as many wanted funding cut as
increased, so the opinion balance actually favors budget reductions.!

That same month, Harris poll respondents were asked, “Does it matter a lot
to you that the Russians have been ahead of us in our space program?” Only
10.4 percent said it did. Another 17.4 percent said it mattered to them “some
but not a lot,” 16.0 percent said “only a little,” and a majority of 54.4 per-
cent said “not at all.”** Respondents were happy with “the way our man in
space program is being handled,” with 38.6 percent rating it “excellent” and
41.7 percent “pretty good.” However, this did not reflect great enthusiasm
for the Apollo program. The poll went on to tell respondents: “It could cost
the United States 40 billion dollars to get a man on the moon.” With this in
mind, 31.7 percent wanted “the moon shot program” cut out entirely, and
3.5 percent wanted it slowed down. The largest group, 37.9 percent, wanted
the program kept as is, and only 18.1 percent wanted it speeded up.

Sometimes, after asking a fixed-choice question about support for the
space program, national polls add an open-ended question asking respon-
dents to explain their answer. Unfortunately, these verbal responses are
seldom included in computer archives of the study. This poll was an excep-
tion. Those who wanted the space program speeded up mentioned justifica-
tions like “scientific knowledge,” “more knowledge,” “prestige abroad for the
US,” “should beat USSR,” “a defense move because we are behind now,” “do
it well,” and “get it over with.” Those who wanted the program continued at
its present rate mentioned “speeding it up costs more,” “should spend money
elsewhere,” “safety is important,” the “program works fine now,” and a “good
job is more important” than a quick one. Among the justifications other
people gave for ending the program were such responses as: it is “impossible
to live on the moon”; “biblical statements” and ideas like “if God wanted
man” on the Moon, he would already be there; there are “enough problems
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here on Earth”; “see no point in it”; “money should be spent elsewhere”; and
“waste of money.”*

In April 1967, only a few weeks after the tragic Apollo 1 fire that killed
astronauts Gus Grissom, Roger Chaffee, and Ed White, the Harris poll
included this question: “It could cost the United States $4 billion a year for
the next 10 years to finally put a man on the moon and to explore other
planets and outer space. All in all, do you feel the space program is worth
spending that amount of money on or do you feel it isnt worth it?” Only
32.9 percent of respondents said it was worth it, fully 54.5 percent said it
was not, and the remaining 12.6 percent were not sure. Then Harris asked
a follow-up question: “If the Russians were not in space, and we were the
only ones exploring space, would you favor or oppose continuing our space
program at the present rate?” Of 383 respondents who felt the space program
was worth it, 26.4 percent would oppose continuing at the present rate if the
Russians were not in space, and another 3.7 percent were not sure. Of the
entire group of 1,250 respondents, only 32.9 percent favored “the space proj-
ect aim of landing a man on the moon,” and 54.5 percent were opposed.*

Harris asked these same questions again in January 1969, the month after
Apollo 8 successfully circled the Moon. Now, 30.4 percent felt that the cost
of the program was worth it. This level of support after the success of Apollo 8
is only 4 percentage points higher than the level reported after the failure of
Apollo 1. One big difference is the solidity of support among those who felt
it was worth it. In 1967, 70.0 percent of this group supported continuing at
the present rate even if the Russians were not in space, but in 1969 this loyal
fraction was 90.7 percent. Only six months before the first actual Moon land-
ing, support for “the space project aim of landing a man on the moon” had
strengthened to 39.2 percent, but this was still less than the 48.6 percent that
opposed the plan.®

Harris also asked respondents to consider a list of 11 government activi-
ties, including the space program, asking, “If one program had to be reduced,
which one would you cut firs?” Far and away the most common first
choice for the budget ax was the space program, with 40.7 percent citing
it. Remarkably, this was more than twice as many as the 18.4 percent who
wanted to cut the second choice, “financing the war in Vietnam.” The nine
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other options were far less likely to be cut: “welfare and relief” (9.5 percent),
“building more highways” (8.6 percent), “subsidies for farmers” (6.5 percent),
“anti-poverty program” (6.1 percent), “aid to cities” (5.1 percent), “anti-air
and anti-water pollution programs” (1.7 percent), “Medicaid” (1.6 percent),
“anti-crime and law enforcement programs” (1.1 percent), and “aid to educa-
tion” (0.6 percent).

Back in December 1968, just as NASA was preparing to send Apollo 8
around the Moon and Richard Nixon was preparing to take over the presi-
dency, a Harris poll asked respondents to react to ideas about six “specific
areas where it has been suggested the U.S. military defense be strengthened.”
One idea was, “Convert the space program into a system of nuclear weapon
space stations.” Almost exactly a quarter, 25.1 percent, felt this ought to be
done. The largest group, 48.6 percent, felt it should not be done, and the
remaining 26.4 percent were not sure. Another of the ideas became impor-
tant just 15 years later in the Reagan administration: “Build up a system of
anti-missile defenses.” Fully 60.1 percent felt this should be done, and only
23.2 percent were opposed.*

In June 1969, on the eve of the first lunar landing, Harris repeated its
questions about support for the effort. Again, only a minority felt it was
worth the $4-billion price tag, just 35.4 percent compared with 56.4 percent
of respondents who were convinced the Apollo program was not worth it.
However, Apollo 10 had just zoomed low over the lunar surface and practiced
the maneuvers necessary for a landing, so many people may have felt that
taking the next “small step” actually to get down to the surface was reason-
able. At this point 50.1 percent favored “the space project aim of landing a
man on the moon,” and only 41.6 percent were still opposed.”’

A Gallup poll begun the day the Apollo 11 astronauts returned from the
first Moon landing in 1969 found that only 39 percent of Americans favored
“attempting to land a man on the planet Mars,” compared with 53 percent
who opposed the idea.”® About the same time, the Harris poll asked respon-
dents whether they favored or opposed four possible “next steps for the U.S.
space program. Only 31.5 percent favored “putting a permanent U.S. space
station up in space with 100 men on it,” and 50.7 percent opposed this idea.
Opinions were similar, 34.2 percent in favor and 51.3 percent opposed, about
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785.Q02.
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«

putting a scientific exploration station with 100 men in it on the moon.”
“Sending men to land on Mars” got a more positive response, 39.2 percent in
favor compared with 49.1 percent opposed. And 38.0 percent were in favor
of “making a permanent station in space a United Nations space station,”
whereas 48.3 percent were opposed. In each case more people opposed the
option than favored it.*

In July 1999 the Gallup poll asked, “It is now thirty years since the United
States first landed men on the moon. Do you think the space program has
brought enough benefits to this country to justify its costs, or don’t you think
s0?” While just 5 percent of respondents expressed no opinion, 55 percent said
the space program had brought enough benefits, compared with 40 percent
who said it had not.”® Given the persistent claims of fringe groups that Apollo
was a hoax, it is worth noting that only 6 percent of respondents believed “the
government staged or faked the Apollo moon landing.”' Fully 53 percent
of those who were old enough said they had watched the Apollo 11 landing
on television.” Later that same year, exactly half of American adults felt that
“landing a man on the moon in 1969” was one of the most important events
of the 20th century, a further 30 percent considered it “important but not
the most important,” and 15 percent considered it “somewhat important.”
Notably, only 5 percent considered the first Moon landing “not important.”?

After the Moon flights that ended in December 1972, Apollo technol-
ogy was used to loft the Skylab space station and send three crews to it in
1973 and 1974. The last Apollo flight came in 1975, with a symbolic mis-
sion to promote international cooperation and detente by linking up in orbit
with a Soviet Soyuz spacecraft. By that time work had begun on the Space
Shuttle program. Because the 1973-1975 flights were limited to Earth’s orbit,
they marked the beginning of a new and less aggressive phase in the history
of space exploration, and for many observers the heroic early era of human

spaceflight ended with the safe return of Apollo 17 on 19 December 1972.
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3. Trends in Support After Apollo

Beginning in 1973, interviewers from the General Social Survey (GSS) have
asked whether the funding level for the “space exploration program” was too
much money, too little, or “about the right amount.” Figure 1.1 graphs the
percentage of respondents giving each of these responses through 2004, a
span of more than three decades.

The Gallup poll provides a comparable set of data, sometimes agreeing
with the GSS and sometimes disagreeing to a modest extent. For both polls,
the low point in support since the 1970s came in 1993, when they estimated
that only 9 percent of those polled wanted funding increased. Gallup’s high
marks were higher than those from the GSS, hitting 26 percent in 1989 and
24 percent in 2003. A Gallup poll carried out 23-25 June 2006 found that
17 percent of Americans wanted funding increased, 48 percent wanted it kept
at current levels, and 33 percent wanted funding reduced or eliminated alto-
gether.’* Analyzing Gallup data, Mark Gillespie has noted that confidence in
NASA reacts measurably to news events, peaking during John Glenn’s flight
on a Space Shuttle mission in 1998 and dropping after failed Mars missions
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in 1993 and 1999.” Confidence in the Agency and willingness to invest in
it are related in complex ways, however, and the public might occasionally
want to increase funding in order to fix a problem and fail to reward successes
with increased appropriations if it is satisfied that NASA is already on the
right track.>

The most striking feature of the GSS graph is the low level of support
for the space program in the early 1970s, improving until about 1980 and
then holding roughly steady since then. In 1973 only 7.8 percent felt that
too little was being spent, compared with 61.4 percent who felt that that
spending was too high. The year 1978 was the last time the GSS found that
a majority, 50.3 percent, wanted space funding reduced, and in that year
12.3 percent wanted funding increased. The first Space Shuttle launch was
on 12 April 1981, incidentally exactly 20 years after the first orbital flight by
Yuri Gagarin; so public support in 1980 was clearly not a response to its suc-
cess. Of course, publicity for the Shuttle had been building for years, notably
during 1977, when the Enterprise repeatedly demonstrated the ability of a
Shuttle to glide safely to a landing.

A number of writers who have analyzed the polls of this period have sug-
gested that the beginning of this period was anomalous in its low public
enthusiasm for the space program. For example, Roger D. Launius has noted
“asignificant dip in support in the early 1970s.”%” Sylvia D. Fries has observed:
“The proportion of Americans opposed to more government expenditures in
space from 1965 to 1975 increased from one-third to one-half of all adult
Americans.”® Sylvia K. Kraemer has argued that public support for the space
program may have deteriorated because “more Americans saw the Apollo
program as another effort to ‘beat the Russians’ than as an essential goal of
U.S. space exploration.”” Other observers would argue that the very success
of Apollo, coupled with the lack of a comparably exciting post-Apollo goal,
was responsible. As one team of poll analysts put the point: “Without the

55. Mark Gillespie, “Confidence in NASA Slips After Failed Mars Missions,” press release, 16
December 1999, Gallup News Service, Princeton, NJ.

56. Frank Newport, “Despite Recent High Visibility, Americans Not Enthusiastic About
Spending More Money on Space Program,” press release, 28 July 1999, Gallup News
Service, Princeton, NJ.

57. Roger D. Launius, “Public Opinion Polls and Perceptions of US Human Spaceflight,”
Space Policy 19, no. 3 (2003): 163-175, esp. p. 166.

58. Sylvia D. Fries, “Opinion Polls and the U.S. Space Program,” paper given at the meetings
of the American Institute for Aeronautics and Astronautics, 29 April 1992, NASA TM-
109700, 1-11, esp. p. 6.
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compelling need to regain international leadership in space, the U.S. civil
space program foundered in the 1970s. Decreasing public interest in the
now seemingly routine Moon landings was echoed in a declining national
space budget.”®

However, there is much evidence for a very different explanation, focus-
ing not on the specifics of space history but on the broader status of sci-
ence in society. As Georgine Pion and Mark Lipsey have documented, using
a variety of polls, the 1970s were marked by increased distrust in science
and technology, associated with distrust in most institutions of society.® In
1966 and again in 1971, the National Opinion Research Center (NORC) of
the University of Chicago asked a random sample of Americans how much
confidence they had in “science” and “other institutional areas.” The frac-
tion having “a great deal of confidence” in science dropped from 56 percent
to 32 percent over these five years. Those with great confidence in “major
U.S. companies” dropped from 55 percent to 27 percent, and the drop was
from 61 percent to 37 percent for education. These questions were incorpo-
rated in NORC’s General Social Survey beginning in 1973, and Table 1.2
shows a close connection between confidence in science and support for the
space program.

After reviewing their poll evidence, Pion and Lipsey conclude that “science
did suffer from the general disillusionment experienced by all major social
institutions during the late 1960s and early 1970s.”%* It is worth recalling that

TABLE 1.2. Confidence in Science and Support for the Space Program

1973: Confidence in Science 2004: Confidence in Science
Support for Space A Great  Only Hardly A Great  Only Hardly
Program Spending Deal Some Any Deal Some Any
Too little 12.0% 6.4% 22% 19.7% 7.9% 0.0%
About right 37.4% 29.4% 15.4% 54.0% 471% 26.9%
Too much 50.7% 64.2% 82.4% 26.2% 45.0% 73.1%
Total 100% 100% 100% 100% 100% 100%
Respondents 535 673 91 169 215 22

60. Stephanie A. Roy, Elaine C. Gresham, and Carissa Bryce Christensen, “The Complex
Fabric of Public Opinion on Space,” Acta Astronautica 47, Issues 2-9 (2000): 665-675,
esp. p. 668.
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this was the peak period for the Vietnam War, the Watergate scandal, and the
psychedelic counterculture. In 1973 the mass media ballyhooed expectations
that Kohoutek would be the comet of the century, rock musicians dedicated
albums to it, drug guru Timothy Leary wrote from his prison cell calling
it “Starseed,” and Moses David of the Children of God proclaimed it was
ushering in the millennium.* In the words of Steven Tipton, the early 1970s
were spent “getting saved from the sixties,” but by 1980 that painful job had
largely been accomplished and America was looking for more mundane ben-
efits from space.®

In May 1981, a month after the first Space Shuttle launch, the Harris
poll reminded 1,250 respondents: “There are a number of practical uses that
the space shuttle may provide by taking as many as 400 flights into space
and back over the next several years.” Then respondents rated five of these
practical uses in terms of how important they thought they were. “Doing
experiments with new pharmaceutical products that can help cure disease”
was rated “very important” by 81.9 percent. The other four practical uses
were: “developing a military capability in space beyond what the Russians are
doing” (68.0 percent); “putting new communications satellites in space at a
much lower cost” (65.4 percent); “doing scientific research on metals, chemi-
cals, and living in space” (55.6 percent); and “picking up other U.S. space
satellites and repairing them in space” (47.9 percent). Analysis of correlations
between these five items shows that developing pharmaceutical products was
quite distinct from the other four, and the military item was also somewhat
distinct. More than a quarter century after this poll, it is worth noting that
new pharmaceutical products of any value have not resulted from the Space
Shuttle program; the Challenger accident ended the Shuttle’s mission loft-
ing communications satellites and severely limited repair missions, and there
were not 400 but only 114 launches during that period—two of them ending
in total destruction of the spacecraft and crew.®

When Ronald Reagan became president in 1981, détente with the Soviet
Union had already ended, with the Soviet invasion of Afghanistan and the
U.S. withdrawal from the Moscow Olympics of 1980—followed by the Soviet
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boycott of the Los Angeles Olympics four years later. Thus a period began
during which the military potential of the space program was emphasized.
In August 1981, halfway between the first two Shuttle flights, a poll done by
NBC and the Associated Press asked, “Should the emphasis of the U.S. space
program be primarily on national defense or on scientific exploration?” A
near majority, 49 percent, answered “national defense,” while 32 percent said
“scientific exploration,” 10 percent volunteered “both,” and the remaining
9 percent were “not sure.”*

On 23 March 1983, Reagan proposed development of a system to defend
the United States against missile attack, the Strategic Defense Initiative (SDI):
“I call upon the scientific community who gave us nuclear weapons to turn
their great talents to the cause of mankind and world peace: to give us the
means of rendering these nuclear weapons impotent and obsolete.” Even to
those who paid close attention to public information about SDI, it was never
entirely clear how prominent a role the civilian space program or orbiting
military satellites would play, in contrast to ground-based defensive missiles.
There was much talk about space-based lasers or particle beams that might
destroy warheads at a range of thousands of miles, but such weapons have
not been developed in the subsequent decades and may have been an extreme
fantasy when they were widely discussed in the 1980s.%

Over the next several years, numerous polls examined attitudes toward
SDIL.® During this period, many Americans would have preferred to negoti-
ate an end to the militarization of space. A January 1985 Los Angeles Times
poll inquired, “Generally speaking, do you favor or oppose an agreement
to outlaw the use of all military weapons in outer space?” By far the largest
group, 43 percent, said they “favor strongly” such an agreement, and another
16 percent said they “favor somewhat,” meaning that a majority of Americans
backed international agreement to outlaw space weapons. On the other side of
the issue, 15 percent “opposed somewhat” and 16 percent opposed strongly,
with 10 percent “not sure.””

66. Poll of 1,601 American adults by NBC News and the Associated Press, 10-11 August
1981, Roper Center USNBCAP.69.R23.

67. Ronald Reagan, “Address to the Nation on National Security,” 23 March 1983, hrtp://
www.commonwealthclub.org/missiledefense/reagansp. html.

68. Robert H. Gromoll, “SDI and the Dynamics of Strategic Uncertainty,” Political Science
Quarterly 102, no. 3 (1987): 481-500.

69. Thomas W. Graham and Bernard M. Kramer, “The Polls: ABM and Star Wars: Attitudes
Toward Nuclear Defense, 1945-1985,” Public Opinion Quarterly 50, no. 1 (1986): 125—
134.

70. Poll of 1,454 American adults by the Los Angeles Times, 19-24 January 1985, Roper
Center USLAT.93.R089.


http://www.commonwealthclub.org/missiledefense/reagansp.html
http://www.commonwealthclub.org/missiledefense/reagansp.html

The Impact of Space Exploration on Public Opinions, Attitudes, and Beliefs 23

One 1985 poll found that 31 percent of Americans had never “heard or
read anything about a program called the Strategic Defense Initiative, or SDI,
also known as ‘Star Wars.”””! Thus the polls needed to explain SDI to respon-
dents, therefore shaping public opinion even as they were trying to measure
it. For example, a July 1985 Roper poll asked this massive question:

President Reagan has proposed that the United States build a space-based
defense system (sometimes called “Star Wars”) against incoming missiles.
Many people think that this is a good idea because it would give us an advan-
tage over the Russians in this area, which would help deter a Soviet attack.
Many others feel that a space-based defense system is a bad idea because it
would escalate the arms race and increase the risk of a nuclear confrontation
with Russia. How do you feel—do you think the United States should or
should not build a space-based defense system?

With this explanation in mind, 43 percent felt “we should build it,” 35 per-
cent felt “we should not build it,” and fully 22 percent did not know what
to think.”

That same poll included this preface to a series of complex questions:

Here are some arguments that have been made in favor of a space-based
anti-missile defense system. For an argument to be convincing it has to be
both important and true. If it isn’t important, or isn't true, it isn't convincing.
Would you tell me for each of those arguments whether you find it a very con-
vincing argument for a space-based anti-missile defense system, or somewhat

convincing, or not very convincing, or not at all convincing?

Just 19 percent found the following argument very convincing: “The world
would be safer if the U.S. and the Soviet Union could each rely on a space-
based anti-missile defense system for their security rather than relying, as
they do now, on offensive missile systems to deter each other from launch-
ing an attack.” Another 30 percent found it somewhat convincing, 21 per-
cent judged it to be not very convincing, and 16 percent said it was not at
all convincing.”
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Some polls saved their more complex questions for subsets of respondents
who claimed to be especially knowledgeable. A Gallup poll in October 1985
focused on the 61 percent of respondents who claimed to have followed the
“Star Wars” discussion very closely or fairly closely. Of these, 48 percent
believed that developing a space-based defensive system would increase “the
likelihood of reaching a nuclear arms agreement with the Soviet Union,” while
36 percent believed it would decrease the chances, and 16 percent had no
opinion.”* One 1985 Los Angeles Times poll gave respondents many options.
While only 10 percent felt SDI would “someday be a leakproof umbrella
against enemy missiles,” 32 percent felt it could at least “be able to reduce the
number of missiles that can get through.” Just 5 percent felt SDI would be
“effective mainly against enemy satellites,” and 6 percent felt it would “be able
to protect small areas where missiles are stored.” In contrast, 22 percent were
convinced “a Star Wars system will never be effective at all,” and 25 percent
were not prepared to venture an opinion.”” However, judgments of the feasi-
bility of Star Wars were probably based neither on adequate knowledge nor
firm feelings. A year later, a poll for 7ime magazine found that 57 percent of
Americans felt “the Star Wars (space-based) defense system is likely to work,”
far more than the 20 percent who felt it was “not likely to work.””

A poll by CBS and the New York Times asked: “If it came down to only
these choices, what should the United States do—work to develop a Star
Wars system (a defense system in space to destroy incoming missiles) and
give up negotiations, or work to negotiate a reduction in nuclear missiles and
give up Star Wars?” A majority of 53 percent was happy to negotiate Star
Wars away, while 33 percent wanted to develop the system even at the cost
of forgoing negotiations, and 14 percent could not decide.”” It is difficult to
tell how closely the public connected Star Wars with the civilian space pro-
gram, but one poll question suggests not very closely. Immediately after the
Challenger disaster, Gallup asked: “Does the Shuttle explosion cast doubt
in your mind on the ability of scientists to construct a reliable space-based
‘star wars’ defense against nuclear attack—or does one have very little to do
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with the other?” Only 16.2 percent felt the explosion cast doubt on SDI, and
72.9 percent asserted that the Challenger had little to do with “Star Wars.””®

To the extent that the civilian space program did become associated with
military defense in the public mind during the 1980s, it became implicated in
political disagreements about defense. Immediately before the 1988 elections,
in which Reagan’s vice president, George Bush, defeated Michael Dukakis for
the presidency, a Yankelovich poll asked registered voters how much should
be spent on SDI annually. Just 14 percent said “about $5 billion as requested
by President Reagan,” while 38 percent said “about $4 billion as legislated
by the U.S. Congress,” and 31 percent said “about $1 billion as proposed by
Michael Dukakis.” Another 6 percent volunteered that no money should be
spent at all.”?

Rosita Thomas has suggested that the public is more likely to associate
space with defense during periods of international tensions and to be more
receptive to joint missions during periods of détente.®* To the extent that a
given administration’s defense policies are controversial, promoting military
applications for the space program can polarize attitudes toward space explo-
ration. This works against the development of a broadly based constituency
for the program and pits long-range goals, such as gaining scientific knowl-
edge, against narrow tactics to deal with current world conditions. Although
reconnaissance satellites have been a valuable aid to national defense since the
beginning of the 1960s, space-based laser weapons continue to be apparently
beyond our technical capabilities more than three decades after Reagan’s 1983
speech. In retrospect, Star Wars was a fantasy that served, intentionally or
unintentionally, to put pressure on the Soviet Union, which evolved through
détente toward disintegration in the latter part of the decade. SDI did little
to clarify the tension between scientific discovery and mundane applications
of space technology.

The Space Shuttle Challenger was destroyed during launch on 28 January
1986, at the moment when Voyager 2’s highly publicized encounter with
Uranus was promoting the value of robotic missions. Before the day was over,
President Reagan had spoken to the nation, saying, in part: “We’ll continue
our quest in space. There will be more shuttle flights and more shuttle crews
and, yes, more volunteers, more civilians, more teachers in space. Nothing
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ends here; our hopes and our journeys continue.” Over the following two
days, Gallup carried out a telephone survey for Newsweek, asking: “Some
people say the National Aeronautics and Space Administration should con-
centrate on unmanned missions like the Voyager probe that is now send-
ing back information from the planet Uranus. Others say it is important
to maintain and develop a manned space program like the Shuttle as well
as unmanned missions. Which comes closer to your view?” Just 21 percent
wanted to concentrate on unmanned missions, 67 percent wanted manned
missions as well, and 12 percent did not know.*

Another telephone poll conducted at the same time by the Roper
Organization for U.S. News and World Report offered respondents two rather
complex statements, asking which they agreed with more. Just 36 percent
agreed with this: “I think the space administration was pushing too hard. It
was under great economic pressure to get too many flights up into space too
quickly.” A slim majority, 55 percent, agreed with this: “The space adminis-
tration has always been very safety conscious and I don't see any indication
that pressure caused it to depart from its usual commitment to safety.”® A
USA Today poll asked respondents to assume “an investigation of the shuttle
explosions shows that a similar incident can be avoided,” then asked what
should be done. A large majority, 72.6 percent, said “the Shuttle Program
should resume its original schedule.” Much smaller groups said the program
“should be cut back” (16.1 percent) or be “ended altogether” (6.3). Only
21.0 percent felt “future shuttle crews [should] be limited to military and
NASA personnel,” while 72.8 percent felt “civilians such as school teacher
Christa McAuliffe [should] be allowed to participate.”®*

The polls for Newsweek, U.S. News and World Report, and USA Today were
done hastily with about 500 to 800 respondents. Over the next week, Harris
was able to poll 1,255 American adults. When reminded that “it is costing
the U.S. government billions of dollars to develop the full potential of the
space shuttle,” 66.5 percent said they felt the Shuttle program was worth it.
The poll also presented respondents with four statements, asking whether
they felt this way or not. Fully 77.5 percent felt that “no further shuttle flights
should be conducted until they find out what went wrong in the one that
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blew up.” Only 37.1 percent felt that “the practice of putting civilians on
board space flights should be put off until a much later date.” A solid major-
ity (63.7 percent) felt that “the practice of putting astronauts on the shuttle
flights should be reviewed carefully to see if more flights can be taken which
don't require risking human life.” Exactly 50.0 percent felt that “they should
concentrate on putting up unmanned craft like the Voyager, which can con-
duct important experiments and learn important facts without risking any
human life.” Some 44.7 percent definitely did not hold this opinion, and
5.3 percent were not sure.®

Nearly a month after the Challenger disaster, a Los Angeles Times poll told
respondents: “NASA (National Aeronautics and Space Administration) says
that the benefits of research performed by live astronauts in space far out-
weigh any possible dangers to their safety. Other people say that unmanned
space probes would cost less and do the same job without risk to life.” When
asked their views, 27 percent of Americans felt there should be an even greater
emphasis on human spaceflight, 41 percent felt the United States should “con-
tinue with the same emphasis as before,” and only 24 percent felt there should
be more emphasis on piloted missions.*® When asked whether “the govern-
ment should spend one and a half billion dollars for another space shuttle to
replace Challenger,” 52 percent said yes, compared with only 42 percent who
opposed this investment.” Five months after the Challenger accident, only
11 percent of respondents to an NBC News and Wall Street Journal poll felt
“the manned shuttle program should be discontinued for good,” and 85 per-
cent stated it should not be discontinued.®

In June 1986 the Rogers Commission Report was published, identify-
ing the causes of the Challenger disaster and recommending improvements.
NASA published its response, “Actions to Implement the Recommendations
of The Presidential Commission on the Space Shuttle Challenger Accident,”
in July® In August 1986 a poll conducted for Rockwell International,
Challenger’s builder, noted “that the Roger’s [sic] Commission on the space
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shuttle accident has finished its work and NASA has announced its plans to
follow their recommendations.” With this in mind, 72 percent of respon-
dents believed “that the space program can proceed,” while 26 percent felt
“there should be more investigation of the causes of the accident.”

In September a Harris poll referred to the report of the Rogers Commission
and asked a number of questions about the Shuttle program. Some 43.8 per-
cent of respondents felt that “the full story of what happened in the disaster
of the Challenger has come out.” Despite harboring doubts, 72.8 percent
felt that “NASA has made, or is making, the basic changes necessary to get
the space program back on track.” Harris interviewers read a long paragraph
explaining President Reagan’s plans to replace the Challenger with a new
Shuttle estimated to cost $2.8 billion, then asked respondents whether they
thought several aspects of the new space policies were right. Only 20.2 per-
cent thought that “it [would] be possible to pay for the new space shuttle out
of the current NASA budget,” and 39.2 percent feared “that such important
other programs as expendable rockets, reusable unmanned vehicles, and space
stations [would] be neglected.”

Given that a tenth of respondents were unsure about most of the policies,
a plurality of 48.4 percent felt “the President was right to ban the shuttle from
getting paid to launch commercial satellites because doing so could prove to
be too hazardous.” A large majority, 72.3 percent, felt “the main emphasis in
the space program now likely will be the military, especially the Air Force,
which will have the money to finance shuttle trips and to undertake programs
that will move toward new discoveries in space.” In conclusion, 67.6 percent
of respondents thought the space program was worth continuing at the cur-
rent level, but only 36.8 percent were willing to provide more money to over-
come the Challenger setback.” However, Figure 1.1 (see page 18) shows that
after the Challenger accident there was a marked rise in the fraction of the
public that wanted space funding increased and a reduction in the fraction
who wanted funding reduced.

As the Voyager 2 space probe was approaching Neptune in 1989, a
Gallup poll told respondents: “Some people feel the U.S. space program
should concentrate on unmanned missions like Voyager 2, which will send
back information from the planet Neptune. Others say we should concen-
trate on maintaining a manned space program like the space shuttle.” Some
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39.6 percent wanted more emphasis on “unmanned” missions, compared
with 42.6 percent who preferred “manned” missions.”” A year later, when
the successful Neptune flyby had passed into history, Gallup asked the ques-
tion again, and only 34.3 percent favored “unmanned” exploration, while
47.6 percent favored “manned” missions.”” This comparison suggests that
spectacular successes can increase enthusiasm for robot probes but that many
people expect the space program to be about human exploration.

In 1991, George Gallup Jr. and Frank Newport sought to interpret the
deeper meaning of the public opinion percentages the Gallup organization
had been reporting over the eight previous years. They observed that most
Americans felt NASA was doing a good or excellent job, and the United

States was far ahead of other nations in space.

Perhaps as a result of these feelings of “space supremacy,” the race to be first
on Mars has become significantly less important to Americans.... Despite the
improvement in NASA’s ratings, space exploration remains a low priority for
most Americans tax dollars in comparison to other government programs.
Opverall, more than half of all Americans (56%) think the money this country
has invested in space research would have been better spent on programs such

as health care and education.”

This was in May, after the breakup of the Soviet empire and just seven months
before the USSR formally dissolved, so it may already have seemed clear to
many Americans that their nation was the sole remaining “superpower”
that did not any longer need to be competing for propaganda triumphs in
outer space.

Although Americans respect scientists, few citizens really give very high
priorities to scientific discovery unless it promises some immediate positive
impact on their lives—for example, in development of valuable new medical
treatments. The general public is interested in people before it is interested
in ideas. Thus piloted spaceflight provides human-interest stories that can
help ordinary people identify with the entire program. It is perhaps under-
standable, if not entirely fair, that these stories always seem to focus on the
astronauts who have what Tom Wolfe called “the right stuff,” rather than on
the scientists and engineers who have invented the vehicles the astronauts ride
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and thus arguably have even “righter stuff.” For instance, immediately after
the 29 October 1998 launch of Discovery, 77.3 percent of respondents to a
Gallup poll approved “of NASA sending U.S. Senator John Glenn, a former
astronaut, back into space this week on a space shuttle mission,” and only
15.8 percent disapproved.”

On 1 February 2003, the Columbia disintegrated during reentry, and the
next day Gallup did a quick-action poll of 462 people. An overwhelming
majority, 81.5 percent, felt the “manned space shuttle program” should con-
tinue. When asked how much confidence they had that NASA “will be able
to prevent accidents like this from happening in the future,” 37.8 percent
said “a great deal,” 43.6 percent replied “a fair amount,” 11.3 percent admit-
ted “not very much,” and 5.8 percent said “none at all.” Logically, views on
this issue are the product of beliefs about two issues: how difficult spaceflight
objectively is and how good a job NASA is doing. Some 44.8 percent felt
NASA was doing an excellent job, 37.3 percent a good job, 13.0 percent a
fair job, and only 2.4 percent of respondents said NASA was doing a poor
job. When asked how much money should be spent on the space program,
23.7 percent said an increased amount; the majority, 56.3 percent, said
funding should be kept at current levels; and 16.0 percent wanted funding
decreased (including 7.3 percent who wanted the program ended).” Unlike
the case with Challenger, a replacement Shuttle was not built; so a substantial
increase in funding was unnecessary.

Five days after the disaster, a Harris poll asked a much larger sample, “In
light of what happened to the Columbia last week (February 1, 2003), do you
think that continuing the space shuttle program is or is not worth the risk to
human life?” Fully 71 percent considered that it is worth the risks, compared
with 25 percent who judged it was not and 4 percent who were not sure.” In
response to another poll, 77 percent felt “the manned space program is worth
continuing,” even “given the costs and risks involved.””

In August 2003 a Gallup poll challenged respondents with this difficult
question: “As you may know, there have been two space shuttle crashes that
have killed fourteen astronauts since the first space shuttle was launched in
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1981. Which of the following would you consider to be an acceptable price to
pay for the U.S. to achieve its goals with the space program?” Just 6.2 percent
felt a fatal crash every 10 missions would be an acceptable price, compared
with 7.4 percent who said a crash every 20 missions, 19.3 percent who said
a crash every 50 missions, and fully 42.9 percent who would not accept fatal
crashes more often than 1 in every 100 missions. Another 16.9 percent said
“no space shuttle crashes at all.”'* In September a University of Connecticut
poll posed this question:

Suppose an editorial in the New York Times said, “America should stop funding
the manned space shuttle program. A recent report stated that the [1 February
2003] crash of the space shuttle Columbia resulted from mismanagement by
NASA officials and lax safety standards. Space shuttle flights are too risky for
the benefits they provide.” Would you agree or disagree with the editorial?

Whereas 10 percent could not decide, 31 percent agreed (14 percent strongly
agreed, 17 percent somewhat agreed), and 59 percent disagreed (30 percent
strongly disagreed, 29 percent somewhat disagreed).'"!

In January 2004 an Associated Press survey asked: “On the whole, do you
think our investment in space research is worthwhile or do you think it would
be better spent on domestic programs such as health care and education?”
Those who felt it would be better to spend on domestic programs outnum-
bered those who felt space research is worthwhile, 55 percent to 42 percent.'*
In late June and early July 2004, when Shuttles were still grounded in the
wake of the Columbia disaster, the Space Foundation had Gallup ask again
about the proper balance between manned and unmanned programs. Two-
thirds of Americans agreed: “It is important for our nation to have a space
program that uses both manned exploration with astronauts and unmanned
exploration using robotics, like the recent Mars Rovers” (38 percent strongly
agreed, 28 percent somewhat agreed). Some 20 percent of respondents were
“neutral® about this statement, and 13 percent disagreed (7 percent strongly
disagreed, 6 percent somewhat disagreed).'*
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An April 2005 Gallup poll reminded respondents: “As you may know,
NASA has scheduled a space shuttle launch for July, which would be the
first launch since a space shuttle was lost in an accident in 2003.” A solid
majority, 67.4 percent, felt NASA was moving at the right pace. In contrast,
only 10.2 percent felt NASA was “moving too slowly in re-starting the space
shuttle program,” and 17.5 percent felt NASA was moving too quickly.'" In
June 2005, 74 percent of Americans felt “the manned space shuttle program”
should continue, compared with 21 percent who felt it should end.'”

On 26 July 2005, the Discovery was the first Shuttle launched since the
loss of the Columbia, and unexpectedly a substantial piece of foam came off
the external fuel tank, the same type of failure that had doomed Columbia.
A Gallup poll asked, “How confident are you that the space shuttle that is
currently in space will land safely?” Respondents were surprisingly positive,
with 36.2 percent saying they were “very confident” and another 45.7 percent
saying they were “somewhat confident.” Only 14.4 percent were “not too
confident,” and 2.2 percent were “not at all confident.”'%

During the Shuttle era, NASA twice started development of a successor
vehicle, first the National Aerospace Plane then the X-33, but both projects
were eventually cancelled because of a combination of daunting technical

107 However, the Columbia acci-

problems and insufficient political support.
dent made it clear that the Shuttle’s days were numbered, bringing to a close
the period of sustained but moderate progress that followed the revolutionary
period from Sputnik through Apollo. A new period has already begun, and a
deeper examination of public opinion data can help us understand how well

prepared American society is for this next phase.

4. Personal Impact of Space Exploration

This section considers how the space program has affected people’s feelings
and their knowledge, with particular attention to the fact that it has differ-
ent psychological impacts on different segments of the population that are
more or less interested and attentive. Significant fractions of the population
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have felt the emotional impact of major events in the history of spaceflight.
In May 1971 a Harris poll included a series of items about television, includ-
ing one about coverage of space exploration. Fully 81 percent of Americans
agreed: “Nothing can equal seeing the astronauts land and walk on the moon
as it happened live on TV.” While 3 percent were not sure, just 16 percent
disagreed with this statement.’® In September 1997 a Harris poll asked
people: “Do you remember exactly where you were, what you were doing,
or who you were with when you heard [about eleven newsworthy events]?”
Psychologists call vivid recollections like this flashbulb memories, and they
reflect deep impressions the events made.'® Of those respondents old enough
to have experienced the news “the Challenger had blown up,” fully 78.0 per-
cent had a flashbulb memory. This placed the Challenger disaster just below
“the news about the Oklahoma City bombing (80.5 percent) and well ahead
of “President Reagan had been shot” (55.8 percent).'® As time passes, of
course, fewer and fewer people recall historical events, not just from failing
memory but because many will have passed away. In 1999 a poll for the Pew
Research Center for the People and the Press asked “if you happen to remem-
ber EXACTLY where you were or what you were doing the MOMENT you
heard the news.” Whereas 78 percent vividly recalled “the Challenger explo-
sion,” only 54 percent remembered “Armstrong walking on the moon.”'"!
Many people feel an emotional bond with astronauts or sympathize with
them when they face challenges and dangers. In April 1970, concerning “the
Apollo 13 trip to the moon this past week,” the Harris poll asked: “Did you
personally feel very worried over whether the men in the spaceship would
get back to earth, somewhat worried, or not very worried?” Fully 54.5 per-
cent said they were “very worried,” and another 24.4 percent were “worried.”
While 0.9 percent were “not sure,” the remaining 20.1 percent were “not very
worried.”"? Naturally, there are at least three ways a person could fail to be
worried. First, they may not have known Apollo 13 had run into trouble,
but the television news coverage was quite intense. Second, they could have
known but been confident that NASA could handle the problem. Third, they

could have anticipated anything might happen to the astronauts but simply
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not cared, given that people are dying every day from accidents that do not
attract public concern.

A little insight about what was going on inside people’s minds can come
from other items in the poll. One poll asked respondents whether getting
men on the Moon had been worth the cost. Only 38.3 percent felt it was,
while a majority (56.3 percent) felt the accomplishment was not worth it. Of
those who felt Apollo was worth the cost, 61.3 percent were very worried,
compared with only 50.4 percent of those who felt Apollo was not worth the
cost. Thus part of the worry was a reflection of enthusiasm for the space pro-
gram, rather than just public interest concern about human beings who were
in danger. The poll also asked: “Do you expect that on one of the space shots
an accident will take place and the astronauts won't get back alive, or do you
think that probably won't happen?” A large majority, 71.2 percent, expected
a fatal accident would happen, compared with only 17.4 percent who felt it
would not and with 11.3 percent who were not sure.

In describing their personal reaction “when the space shuttle Challenger
blew up” in 1986,” 63.0 percent said they were “deeply upset,” 28.1 per-
cent were “somewhat upset,” for a combined total of 91.1 percent who said
they were upset to a significant degree.'”® Such feelings were often shared
with family members. In a USA Zoday poll done right after the Challenger
disaster, 49.1 percent of 599 parents said “yes” when asked: “Did you dis-
cuss the destruction of the shuttle with your children?”"* In January 1987,
68.3 percent of respondents to a USA Today poll said they could remember
exactly what they were doing when they heard of the Challenger disaster a
year earlier. Respondents were also asked, “Are you more or less interested in
the U.S. space program since the Challenger tragedy last January,” or “Is your
interest about the same?” The largest group, 72.7 percent, said their interest
was the same. However, the fraction whose interest was greater (18.7 per-
cent) was more than twice as large as the fraction whose interest was less
(7.2 percent).'” The day after the Columbia disaster in 2003, 57.9 percent
reported being “deeply upset,” and a further 36.0 were “somewhat upset.”''®
Perhaps the fact that this was the second loss of a Shuttle in many people’s
memories diminished the shock slightly. A majority of 70.6 percent indicated
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that “yesterday’s tragedy was regrettable, but you thought something like this
would happen again sooner or later.”

Over the years, various polls have asked people whether they themselves
would like to travel into space. Such questions are extremely hypothetical,
but answers presumably reflect personality traits such as risk tolerance and
practical considerations like good health and lack of family responsibilities.
A February 1986 poll that focused on the Challenger disaster asked: “If you
personally were selected as a civilian to go up on a space shuttle, would you do
it or not?” Willingness to fly on a Shuttle did not differ much across groups
that were more or less upset by the accident. Of those who were deeply upset,
44.5 percent said they “would do it,” compared with 46.9 percent of those
“somewhat” upset and 37.8 percent of those who were “not much” upset.'”
It is possible that positive and negative feelings to some extent cancel out.
Perhaps people who were very enthusiastic about the space program were
both more likely to want to go into space themselves and were upset by this
setback to the space program. In any case, we cannot take answers to ques-
tions about personally flying in space at face value.

However, those who answer in the affirmative may include a hard-core,
pro-space group in the population that is worthy of notice. In 1955 just
8 percent of respondents to a Gallup poll answered “yes” to the question
“If you were asked to go along on the first rocket ship to the moon, would
you want to go or not?”''® Soon after the launch of Sputnik, Gallup asked:
“Would you volunteer to be the first person to go up in an earth satellite?”
Only 5 percent said they would, but Gallup pumped up the newsworthiness
of this figure by extrapolating to the entire population: “5,100,000 Would-be
Spacemen Volunteer for Satellite Trip!”'" For many years we have known
that three variables powerfully predict answers to questions about the space
program: age, education, and gender. For example, in 1965 just 13 percent of
American adults said they would like to go to the Moon, but the fraction was
higher among men (18 percent), college-educated people (24 percent), and
young adults aged 21-29 years (25 percent).'*® For another example, a 1969
news story based on a Gallup poll reported that 54 percent of people aged
21-29 supported an effort to land a man on the planet Mars, compared with

117. Analysis of original data from Harris study no. 861201, a February 1986 poll of 1,255
American adults, Odom Institute.

118. George Gallup, “Number Who Think Trip to Moon Possible Has Doubled in 5 Years,”
press release, 28 January 1955, American Institute of Public Opinion, Princeton, NJ.

119. George Gallup, 5,100,000 Would-be Spacemen Volunteer for Satellite Trip,” press
release, 18 December 1957, American Institute of Public Opinion, Princeton, NJ.

120. Pollof2,534 Americanadults by Gallup, 24-29 June 1965, Roper Center USGALLUP713.
QO16; press release, 23 July 1965, American Institute of Public Opinion, Princeton, NJ.



36 Historical Studies in the Societal Impact of Spaceflight

only 40 percent of those aged 3049 and 28 percent of those aged 50 and
older. Among people with college training, 52 percent supported the idea,
compared with 49 percent of those who had only attended high school and
25 percent of those with only a grade-school education.'!

Until the 1980s public opinion researchers tended to discount gender dif-
ferences in attitudes about public policies, except for noting a slight tendency
of more women than men to say they did not have an opinion. Since then,
some differences may have increased, even as researchers were discovering ret-
rospectively that such differences had long existed in certain areas. Coauthors
Robert Shapiro and Harpreet Mahajan have argued that men tended to be
more favorable about policies involving force or violence and women to some
degree favored compassionate policies or policies that protected people against
dangers, but they placed the space program in an “ambiguous” category that
did not fit any of these descriptions.'? In January 1987 a poll done for USA
Today reminded respondents of “the explosion of the space shuttle Challenger
ayear ago” and asked: “If you were offered the opportunity to ride on a shuttle
mission, would you do it?” Some 58.2 percent of men claimed they would,
compared with 26.6 percent of women.'” Perhaps this difference merely rep-
resents greater bravado among men or an unwillingness to admit fear.

In 1966, Gallup reported the gender difference thus: “Men appear to be
the more adventurous sex—at least in terms of space travel. Twenty-three per
cent of men say they would like to go on the first trip to the moon, compared
to 13 percent of women.”'** Even when there are high levels of agreement
about a particular question, these differences exist. For example, a Gallup
poll soon after the Challenger disaster found that 80 percent of Americans
favored continuing the Shuttle program. Support was at 88 percent among
those aged 18-29 but 72 percent among those 65 and older. Fully 89 per-
cent of college graduates favored continuation, but just 60 percent of those
who had not finished grade school did. The sex difference was similarly great:
87 percent of men wanting the Shuttle program continued, compared with
73 percent of women.'?
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TABLE 1.3. Gender Difference in Support for the Space Program

Percentage Wanting Funding Increase Correlation Between
Year Male Respondents and
Men Women Funding Increase
1974 11.6 4.8 0.34
1984 18.0 7.3 0.49
1994 14.0 6.0 0.31
2004 19.3 9.3 0.23

Table 1.3 uses data from the General Social Survey to compare the sexes
at four points in time, separated by decades. In each year twice as many men
as women felt that funding for the space program was too low. One way to
compare the differences across years is in terms of the correlation between
being male and giving more supportive answers to the question about fund-
ing, as measured by a coeflicient called gamma. Note that the gamma is larg-
est, indicating a greater tilt toward males, in 1984 when President Reagan’s
Strategic Defense Initiative was at its height. This is not just a matter of a male
tendency to support the military, because in fact the sex differences are much
greater for the space program than for defense budgets. Notably, in 1984,
18.3 percent of men felt military funding was too low, compared with 17.5
percent, nearly as high a rate, among women.

The trend from 1984 to 2004 in Table 1.3 hints that the gender difference
may be declining, although it remains quite large. A Harris poll administered
right after Pathfinder landed on Mars in 1997 asked: “If it were possible for
people to travel to Mars, how interested would you be in going?” An identi-
cal question was asked about going to the Moon. Among men, 26.9 percent
were “very interested” in going to Mars, compared with 30.3 percent very
interested in taking the shorter and presumably less risky trip to the Moon.
Among women, the percentages were 13.1 and 13.5 percent, respectively.'*

Heather Mason Kiefer has interpreted gender-related results of a January
2004 online Gallup poll of teenagers thus:

Since Sally Ride became the first American woman in space in 1983, more
women have taken part in space missions, and one has even commanded a
space shuttle. However, the fact remains that most astronauts are men. This
may explain why boys seem to be more eager than girls to go to the Moon and
Mars. Seventy-four percent of boys told Gallup they want to go to the Moon
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someday, compared with 43% of girls. About two-thirds (64%) of boys would

like to be the first person on Mars, as would less than a third (31%) of girls.'¥

In 1998 a major online poll of children ages 13—15 found that 39.9 percent
of 1,461 boys and 26.0 percent of 1,671 girls strongly agreed with the state-
ment “If I were asked to go along on the first rocket trip to Mars, I would go.”
Combining both genders, 32.5 percent strongly agreed, and the percentage
who merely agreed (without “strongly”) was identical between the sexes, at
29.0 percent. Especially large numbers strongly agreed among children who
were interested in the following activities: astronomy (47.1 percent), archae-
ology (42.6 percent), science (39.6 percent), rock climbing (41.0 percent),
martial arts (42.3 percent), and scouts or guides (41.9 percent).'?®

Space travel is objectively risky, and males have traditionally been more
ready to take physical risks than women. It also appears to be a test of physi-
cal and mental endurance. Thus perhaps people who say they want to travel
in space may be males who engage in demanding physical activities here on
Earth, such as outdoor sports. A poll done in 1989 for the newspaper USA
Today, primarily devoted to outdoor activities, lets us explore this possibil-
ity. The crucial question was: “If you were asked to go along on a rocket
trip to the moon, and such a trip were possible, would you want to go or
not?” Altogether, 50.7 percent of the respondents claimed they wanted to
go—=066.1 percent of men and 35.0 percent of women. Other questions asked
whether the respondent had participated during the previous year in the two
dozen outdoor activities that are listed in Table 1.4.'"” The fact that space-
flight may be quite arduous and require physical stamina may be one reason
older people are less interested in flying into space personally, but that factor
cannot easily explain age differences in attitudes about the value of the pro-
gram. Among 12,840 people who responded to the GSS from 1973 through
1983, the age group showing the greatest support for the space program was
those aged 30-39, with 15.4 percent of them calling for a funding increase.
People in their twenties showed a slightly lower level of enthusiasm, with
13.4 percent feeling that current funding for the space program was too little.
The figure was 12.5 percent among those in their 40s. Older people showed
progressively lower levels of support: ages 50-59 (10.2 percent), 60—69
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(7.5 percent), 70-79 (5.0 percent), and just 4.9 percent of the 288 elderly
respondents in their 80s wanted space funding increased.

Both social scientists and historians are alert to the difference between
age effects and cohort effects. An age effect relates simply to how old a person
is when the data are collected—for example, the fact that more people over
age 65 will report that they are retired—and this factor will hold over a wide

TABLE 1.4. Percentage of Respondents Wanting to Go to the Moon

Men Whose Answer Women Whose Ayerage
- About the Activity Is Ans.w'er About the Difference
Outdoor Activities Activity Is Between
Men and
YES NO YES NO wanen

Racquetball 92% 61% 63% 34% 30%
Windsurfing 100% 65% 57% 35% 29%
Scuba diving 83% 65% 71% 34% 28%
Martial arts 63% 66% 83% 34% 23%
Weight lifting or training 76% 60% 56% 31% 20%
Swimming laps 78% 61% 52% 29% 20%
Jogging or running 79% 55% 43% 31% 18%
Water skiing 80% 63% 51% 33% 18%
Sailing 78% 64% 55% 34% 17%
Snow skiing 76% 64% 51% 33% 15%
Tennis 78% 63% 47% 33% 14%
Some other individual sport 74% 62% 47% 31% 14%
Bicycling 74% 59% 41% 29% 13%
Hunting or shooting 68% 65% 55% 34% 12%
Canoeing or kayaking 69% 65% 51% 32% 11%
Traditional team sport 75% 59% 38% 34% 10%
Mountain or rock climbing 78% 64% 39% 35% 9%
Aerobics or dancercise 76% 65% 39% 32% 9%
Ice or figure skating 68% 66% 48% 34% 8%
Tent camping 73% 63% 38% 34% 7%
Hiking or backpacking 70% 65% 40% 33% 6%
Fishing 66% 66% 39% 33% 3%
Walking for exercise 63% 73% 37% 21% 3%

Golf 68% 66% 32% 35% -1%
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range of years when different studies are done. A cohort is a group of people
born at roughly the same time, who therefore have a similar experience of his-
torical events. For example, men born around 1920 were especially likely to
serve in the military, because the massive mobilization for the Second World
War came when they had entered early adulthood. A survey of the general
public, asking about military service, will get different answers about the con-
nection between age and service, depending on when the survey is adminis-
tered historically in relation to the dates of past wars.

One could argue that older people are less interested in the space program
because they do not expect to live long enough to benefit from its future
accomplishments. Or one could argue that people tend to become more con-
servative as the years pass, becoming set in their ways and resisting innova-
tion. Whatever the merits of such age-based theories, it is also possible to
argue that the connection between age and support for the space program in
1973 through 1983 is really a cohort effect. People who came to adulthood
before the space program existed learned to be content in a world without
spaceflight, or they did not learn in school the facts about space that would
help them understand the program today.

Table 1.5 looks for a cohort effect in four GSS datasets separated by
decades, dividing respondents into four broadly defined birth cohorts. Each
cell in the table containing a number is based on at least 100 respondents and
usually far more, but two cells are empty because of the exigencies of births
and deaths. Frankly, the numbers do not show very smooth patterns, and this
may reflect complex responses of the cohorts to historical events as well as the
random variation stemming from somewhat small numbers of respondents
for some cells in the table. Without wanting to read too much into the trends,
it may be worth comparing the last two rows of the table. The 1940-1959
cohort were growing up during the early, heroic years of the space program.
When Sputnik was launching in 1957, they were younger than 18; when
Apollo 11 landed on the Moon in 1969, they ranged in age from about 10
to 29. In contrast, the 1960—-1979 cohort matured after Apollo and may not
have attained the same level of excitement as the earlier cohort. For each year
in the table, the 1940-1959 cohort shows more enthusiasm for space than
the 1960-1979 cohort, although their figures have converged over the years.

In GSS data collected from 1994 through 2004, we see a somewhat dif-
ferent pattern of support by age from 1973 through 1983. Among those aged
20-29, 13.9 percent say space program funding is too low, compared with
11.9 percent among those aged 30-39, 13.6 percent of those in their 40s, and
14.9 percent of those in their 50s. The figure drops to 9.3 percent for those
aged 60—69, 5.2 percent of those ages 7079, and 5.3 percent of those aged
80—89. This pattern suggests a mixture of age effects and cohort effects. People
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TABLE 1.5. Birth Cohort, Year of Survey, and Support for the Space Program

Percentage Saying Too Little Is Being Spent on

Year Respondent the Space Program
Was Born

1974 1984 1994 2004
1900-1919 6.1 1.2 5.6
1920-1939 10.6 9.1 4.4 10.9
1940-1959 7 19.9 12.2 15.3
1960-1979 9.3 10.3 14.2

who came of age during the exciting dawn of the space age continue to show
somewhat greater enthusiasm, and elderly people show little enthusiasm.

Poll after poll has confirmed that people who are more educated respond
more positively to questions about the space program, and this is probably
to a very great extent the result of greater understanding of its nature and
potential. In the early days of spaceflight few people had yet been informed,
but over time the best-educated or technologically sophisticated individu-
als have developed a reasonably comprehensive understanding. A September
1969 Harris poll asked: “Do you recall or not having seen or heard about
any events on TV which were transmitted over great distances by a com-
munications satellite system?” A huge majority, 82.8 percent, said they had.
Then the poll sought to learn how well informed the respondents were about
communication satellites. “Now let me ask you if it is your impression that
a satellite communications system, such as that which carried [a] live picture
of the splash-down of the astronauts in the Pacific Ocean, works this way or
not?” A majority, 65.9 percent, understood that “a TV picture is taken and
then is sent to a satellite in the sky which relays the picture to the mainland.”
Fewer, only 46.7 percent, were confident that “the satellites in the sky go
around the earth and that is why they can send pictures from Europe at only
certain times.” Most respondents, 69.0 percent, realized that “the satellite
system does away with costly cables and wires.” The final statement is espe-
cially interesting, because it alone was manifestly false: “The satellite system
works on the principle of using light rays to carry pictures through space.” A
majority (53.5 percent) agreed that satellites use light rays rather than radio
waves. Only 16.1 percent of respondents said this was not the way communi-
cation satellites work, and fully 30.4 percent were not sure.'*
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Periodically from 1979 through 2001, the Surveys of Public Understanding
of Science and Technology commissioned by the National Science Foundation
(NSF) asked respondents how well informed they were on “issues in the
news,” including “space exploration.””" Of 21,288 people who were asked
this question over the years, 12.3 percent said “very well informed,” 50.6 per-
cent said “moderately informed,” and 36.9 percent admitted to being “poorly
informed.” Table 1.6 shows that well-informed people were also very inter-
ested, but a questionnaire survey like this does not allow us to establish cause
and effect. Perhaps they were interested first and then informed themselves.
But the data certainly are consistent with the view that NASA’s programs to
inform the public create interest, and the other rows of the table suggest they
have wider beneficial effects as well. The NSF surveys contain a science and
technology quiz, covering areas both close to space exploration and far from
it. Especially for test items related conceptually to space or to the physical
sciences, people who say they are well informed about the space program are
more likely to give the correct answers.

The impact of space exploration depends in significant measure on the
receptiveness of groups within the general public. It is also true that groups
differ in their influence, even within a democracy. As we have seen, people
with more education than the average are more supportive of the space pro-
gram, and they tend to achieve more influential positions within society.
Modern society is based on advanced science and technology, so the elector-
ate needs some level of knowledge, both so voters can make their own deci-
sions and so they can at least roughly evaluate the decisions of their leaders.'?
Michael Delli Carpini and Lee Sigelman noted in the mid-1980s that so-
called yuppies (young urban professionals) were more supportive of the space
program, with 21 percent calling for an increase in funding versus 12 percent
among non-yuppies at the time; and these were people who certainly thought
of themselves as potential leaders.'® A study by Joan Black has shown that
people are indeed influenced by informal opinion leaders among their friends
and family members in deciding how to feel about the space program.'?
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TABLE 1.6. Space Awareness and Correct Answers on Science and Technology Quiz

How Well Informed Is the
Respondent Concerning Issues

True/False Statement About Space Exploration?

Very Moderately Poorly
Respondent is very interested in issues about space 75.3% 31.2% 7.3%
exploration.
Does the Earth go around the Sun, or does the Sungo  85.2% 79.0% 68.7%
around the Earth? (EARTH AROUND SUN)
Which travels faster: light or sound? (LIGHT) 85.9% 80.6% 71.1%
The universe began with a huge explosion. (TRUE) 54.1% 42.3% 30.0%
Electrons are smaller than atoms. (TRUE) 60.5% 50.7% 39.8%
All radioactivity is man-made. (FALSE) 85.9% 82.3% 721%
The center of the Earth is very hot. (TRUE) 89.6% 83.7% 76.2%
The continents on which we live have been moving 89.3% 83.4% 74.5%

their location for millions of years and will continue to
move in the future. (TRUE)

Lasers work by focusing sound waves. (FALSE) 62.4% 46.8% 32.2%
The oxygen we breathe comes from plants. (TRUE) 87.5% 86.7% 82.5%
Cigarette smoking causes lung cancer. (TRUE) 96.2% 94.6% 93.2%
Antibiotics kill viruses as well as bacteria. (FALSE) 46.2% 46.0% 39.4%
It is the father’s gene which decides whether the baby ~ 63.6% 67.7% 67.3%
is a boy or a girl. (TRUE)

Human beings, as we know them today, developed 60.6% 49.7% 41.9%
from earlier species of animals. (TRUE)

The earliest humans lived at the same time as the 58.5% 51.3% 44.5%

dinosaurs. (FALSE)

I conclude this section by examining a variable that is related to edu-
cation and to achievement but that focuses on the person’s ability to be a
competent opinion leader, whether learned or trained—namely a measure of
intelligence. The General Social Survey contains a 10-item word test, and the
sum of the number of right answers is a rough measure of IQ. To be sure, one
would never want to rely on such a short test to advise an individual about
educational or career options; but averaged across large numbers of respon-
dents, it is a fairly good proxy for a more complete 1Q test.

Combining data across all years of the GSS from 1973 through 2004, just
12.4 percent of American adults felt that funding for the space exploration
program was too little, but 18.7 percent of those who scored a perfect 10 on
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the word test did so.'"” In contrast, only 6.6 percent of those scoring zero
on the word test wanted funding increased. The relationship was consistent
across the full range of scores on the test, within the limits of statistical cer-
tainty. Among those who scored 7, 14.8 percent wanted funding increased,
compared with 11.7 percent of those scoring 6, bracketing the average of
12.4 percent. In its 1993-1994 surveys, the GSS included an item about
belief in astrology that can help us think more deeply about intelligence and
support for space exploration. Respondents were asked to react to this state-
ment: “Astrology—the study of star signs—has some scientific truth.” Among
2,592 GSS respondents, 9.9 percent said this was “definitely true,” and 42.6
responded “probably true.” On the other side of the issue, 24.9 percent felt
the pro-astrology statement was “probably not true,” and 22.6 percent said
it was “definitely not true.” Thus more than half of the public is prepared to
believe that astrology has a scientific basis, and less than a quarter shares the
view of scientists that it is complete nonsense.

Figure 1.2 graphs this astrology item and the space program funding item
across the range of scores on the verbal IQ test. The two lines on the graph
are not perfectly straight because of random fluctuations in the data across
the eleven groups of respondents, but they show a clear negative correlation
between 1Q and belief in astrology and a positive correlation between IQ and
support for the space program. These results remind us that education about
the realities and potentials of spaceflight face an uphill battle against igno-
rance as well as indifference. A pessimist might argue the struggle is hopeless,
on the assumption that IQ is somehow biologically innate in the individual.
However, scores on the word test are partly the result of education and the
individual’s motivation to learn.

Eric Chaisson has written compellingly that accessible results like the
pictures from the Hubble Space Telescope can serve a powerful educational
function for the public, communicating vividly the nature of the universe
in which we dwell. He is appalled by the findings of the NSF study that so
many people are ignorant of science, but he is also hopeful that vigorous
space-related educational efforts can improve the situation.'*® In March 1997,
Gallup asked 744 children aged 7-12 whether they considered various sub-
jects “so exciting that you would like to study some more about it in school.”
Some 60.7 percent felt that “space exploration, including the planets, space
travel, and special projects like the Hubble Telescope,” was this exciting. They

135. Analysis based on original GSS data, with appropriate handling of the 1982 and 1987
oversamples and 2004 weighting procedures; data provided by the Computer-assisted
Survey Methods Program at the University of California, Berkeley.

136. Eric J. Chaisson, 7he Hubble Wars (New York: HarperCollins, 1994), p. 31.
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FIGURE 1.2. Correlation of 1Q, Support for the Space Program,
and Belief in Astrology

showed about the same level of excitement for “new advances in computer
technology, such as faster processing chips and more sophisticated software”
(61.8 percent) and “medical research such as cloning and hi-tech ways to
study and treat human diseases” (65.8 percent).'”” Thus NASA’s educational
efforts are not merely public relations for the space program. Rather, they
inform attentive people of all ages about the nature of the universe, and they
encourage all people to exercise their minds to the fullest extent, which is
beneficial in all aspects of their lives.

5. Motivations for Space Exploration

One way to understand public perceptions of the value of space exploration
is to examine how people connect it to other government activities. Earlier I
analyzed trends in support using an item from the GSS that asked whether
the government was spending “too much money on it, too little money,
or about the right amount.” In 1973, 1,044 people gave valid answers for
the “space exploration program” and 10 other funding areas. I performed

137. “Teenage Study,” a Gallup poll of 744 children aged 7-12, 20-27 March 1997, Gallup

Organization, Princeton, NJ.
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a factor analysis of these eleven variables.'® A factor analysis first calculates
correlations linking all pairs of variables, then seeks to find a smaller number
of dimensions of variation that reduce the complexity of the data without
losing important information. The result was four factors, essentially four
mathematical dimensions along which each of the eleven government activi-
ties could be graphed. Figure 1.3 is a map in terms of the first two factors
or dimensions.

The first factor was dominated by two social problem areas, “halting
the rising crime rate” and “dealing with drug addiction.” The second factor
emphasized “improving the conditions of Blacks” and “welfare” but also
brought in “foreign aid,” which was not involved in the first factor. Two other
areas of government funding were ranked about equally on both of these
factors, “solving the problems of the big cities” and “improving the nation’s
education system.” Note that these factors concern social problem areas and
domestic government programs about which people have significant dis-
agreements and about which the political parties are constantly debating. At

0.8 1
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0.6 -
@ Foreign Aid .Cities
®
0.4 1 Education
N
S
‘g 02 1 Health @ @ Environment
w
@ Drugs
0 1 @ Crime
@ Space
-0.2 @ Defense
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Factor 1

FIGURE 1.3. Factor Analysis of Funding Support in Eleven Areas

138. In my analysis I used the original data obtained from the Computer-assisted Survey
Methods Program at the University of California, Berkeley, and employed listwise
deletion of cases with missing data, principal components analysis, focusing on factors
with eigenvalues greater than 1.00 and employing varimax rotation.
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the risk of oversimplification, Factor 1 seems to be concerned with imposing
control on dangerous situations, whereas Factor 2 concerns offering help to
people in need.

The third factor, which is not graphed in Figure 1.3, is rather different
from the other three, in that some variables are loaded positively on it while
others are loaded negatively. Most strongly connected is “the military, arma-
ments and defense,” which is at the negative end of that third dimension.
Also on the negative end is foreign aid, although not so far. If we could proj-
ect Figure 1.3 in three dimensions, “defense” would be perhaps three inches
behind the plane of the printed page, and “foreign aid” would be two inches
behind. Two other items would appear in front of the plane of the printed
page—“improving and protecting the environment” and “improving and
protecting the nation’s health”—reflecting their positive loadings on the third
factor. It makes sense that these items are paired in this way because foreign
aid and defense both concern international relations, and there are many con-
nections between the health of a person and the health of the environment.

Where is the “space exploration program?” It heads the fourth factor, with
the most powerful connection of any of the eleven programs to any single
factor. “Improving and protecting the environment” shows a moderate con-
nection to the factor, as well, but nothing like the powerful connection of
the space program. This analysis shows that Americans in 1973 saw space
exploration as a separate issue, largely unconnected to any of the domestic
or international issues. Examining the individual associations between space
exploration and the others, there are small but statistically significant nega-
tive correlations with “improving the conditions of Blacks” and “welfare”
(r=-0.11, » = -0.12), perhaps reflecting the view that money saved by cut-
ting the space program could be used to help poor people.

The same kind of analysis is often instructive when applied to other
poll data, going back at least as early as 1962, allowing us to see how space
connected to other issues in people’s minds just a year after President John
Kennedy had set the goal of reaching the Moon before the end of the
decade. From May through September, Harris had done statewide surveys in
Colorado, Illinois, Indiana, Kentucky, and New Hampshire, asking respon-
dents “how you think President Kennedy has done” in dealing with 20 things,
using a four-step response scale from “excellent” down to “poor.” Such polls
of presidential performance had already become a significant part of political
culture.’”” Combining the five states, with no attempt to weight the sum for

139. Charles W. Ostrom Jr. and Dennis M. Simon, “Promise and Performance: A Dynamic
Model of Presidential Popularity,” Public Opinion Quarterly 79, no. 2 (1985): 334-358.
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their populations, I carried out a factor analysis that produced three factors,
based on data from 807 respondents who expressed views on all 20 issues.'*

The first factor emphasized government economic policies, and its top five
items were: “cutting down on spending” (loading = 0.74), “handling of the
stock market” (0.74), “keeping the economy healthy” (0.73), “handling U.S.
Steel’s attempt to raise prices” (0.70), and “medical care for the aged” (0.69).
“Catching up to the Russians in space development” headed the second factor,
with a loading of 0.73. The next four items in the factor with space concerned
the competition with the Soviet Union: “conducting tests of atomic weapons”
(0.73), “handling the Berlin crisis” (0.66), “handling Khrushchev” (0.59),
and “handling the crisis in Laos” (0.55). The third factor was dominated by
one item on the issue of whether Kennedy’s Catholic religion would influ-
ence his policies, “not giving federal aid to parochial schools” (loaded = 0.79).
Reasonably enough, “federal aid to education” was also loaded on this factor
but way back at a loading of 0.45, given that this item was also involved in
the first factor.

This same method can be used with several other sets of data, although
sometimes the results are rather more complex. For example, immediately
before President Kennedy was assassinated in November 1963, the Harris poll
asked a national sample: “How would you rate the job President Kennedy has
done in handling this country’s space program?” Of 1,264 people answering,
27.6 percent said he was doing an excellent job, 47.4 percent said a pretty
good job, 14.3 said only fair, and 4.1 said poor, with the remainder not sure.
The poll later asked people how good a job Kennedy was doing in 16 other
areas, so I tried a factor analysis following the procedures just described for
these 16 plus space. Only two factors emerged, and space was equally con-
nected to both of them. It is possible to instruct the Statistical Package for the
Social Sciences (SPSS) program I was using to look for a particular number of
factors, so I experimented with expanding the data into more dimensions.'"!

With six factors the space program wound up heading the sixth factor,
and no other item was strongly loaded with it. So, on some level, in 1963
people saw space exploration as a very different issue from the others, just as
they would do 10 years later in the GSS. Trying an analysis with five factors,
the space program was strongly loaded on the second factor, right behind

140. Analysis based on a dataset combining five Harris polls (#1172 in May 1962 in Colorado,
#1166 in June 1962 in Kentucky, #1173 in June 1962 in New Hampshire, #1195 in July
1962 in Illinois, and #1212 in September 1962 in Indiana), Odom Institute.

141. Analysis of original data from Harris study no. 1285, a November 1963 poll of 1,283
American adults, Odom Institute. Using listwise deletion, the factor analysis was based
on the 555 respondents who expressed an opinion about all 17 aspects of Kennedy’s
performance.
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“standing firm on Berlin,” “keeping the military defense of the country
strong,” “working for peace in the world,” “handling Khrushchev,” and “get-
ting Russia to agree to an atomic test ban.” In June of that year, Kennedy had
given his famous “Ich bin ein Berliner” speech, defending the city which at
that time was still divided by the Berlin Wall and surrounded by Communist
East Germany. Kennedy’s long-standing competition with Soviet leader
Nikita Khrushchev was among the motivations that led Kennedy to propose
the Apollo Moon program. In this five-factor solution the first factor was pri-
marily about the quality of government, and the first six items, in descending
order, were: “handling farm problems,” “keeping spending under control,”
“getting Congress to act on [the president’s] programs,” “moving the coun-
try ahead,” “keeping the economy healthy,” and “keeping corruption out of
government.” Thus Americans were somewhat of two minds in their concep-
tualization of space exploration. In part, it was a separate issue, unrelated to
many other things the government was doing, and in part it was connected to
the superpower competition between the United States and the Soviet Union.

A 1965 poll of college students asked respondents to make two judgments
about a list of 13 “problems.” First, they judged how much progress had been
made “in the last few years.” With respect to “getting to the moon and other
planets,” 78.3 percent said “a lot” of progress had been achieved, and a fur-
ther 20.6 percent said “some.” Factor analysis allows us to see how the college
students categorized the issues. “Getting to the moon and other planets” was
most strongly loaded (0.66) on the fourth factor, right between “finding a
cure for cancer” (0.71) and “curing the common cold” (0.54). Factor 1 was
headed by “keeping marriages from breaking up” (10.69) and “controlling
narcotics use” (0.62). Factor 2 was headed by “eliminating economic depres-
sions” (0.64) and “eliminating racial barriers” (0.62). Factor 3 was headed by
“enabling people to use their creative talents fully” (0.77) and “helping the
individual to work things out” (0.64). So students had placed space explora-
tion in the same science-related category as two medical issues, given that the
other categories concerned problems facing societal institutions that were not
related to the natural sciences or engineering.'#

Students were also asked to answer this question about each problem:
“Do you think that your generation will make major strides in [this area] or
do you think this will continue to be a major problem?” Fully 93.7 percent
felt their generation could make major strides toward “getting to the moon
and other planets.” Only one other problem came close—"“finding a cure

142. Analysis of original data from Harris study no. 1431, a poll of 793 college students,
February 1965, Odom Institute; the factor analyses used the criterion of eigenvalues
greater than 1.00 with pairwise deletion of cases with missing data.
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for cancer”—where 81.4 percent thought major strides would be made. A
factor analysis for these predictions might not be expected to give the same
results, in part because people may view the future very differently from the
past and because there was so much agreement about space exploration that
statistical variation might be too weak to measure respondents’ categoriza-
tion. However, “getting to the moon and other planets” (loading = 0.51)
again wound up in the same factor with “finding a cure for cancer” (0.78) and
“curing the common cold” (0.66).

In June 1966, Harris asked 1,130 Americans questions about President
Lyndon Johnson’s performance in 22 areas, including “handling the space
problem.” The answers were similar to those for Kennedy three years ear-
lier, with 27.3 percent saying he was doing an “excellent” job, 43.9 per-
cent a “pretty good” job, 10.0 percent only “fair,” and 6.3 percent “poor.”
When I instructed the computer to give me an analysis with only two fac-
tors, the space item headed the second factor with a loading of 0.69. Other
items following the space issue were “getting Congress to pass his program”
(loading = 0.68), “keeping the military defense of the country strong” (0.66),
“handling Russia” (0.65), “getting aid to education” (0.63), and “working for
peace in the world” (0.57). The other factor was headed by “keeping federal
spending under control” (0.81), “keeping the cost of living down” (0.78), and
“keeping corruption out of government” (0.70).'%

Three factors did a better job of mapping the 22 items, and I also tried
four-, five-, and six-dimensional solutions. In a three-factor solution the space
item headed the third factor with a loading of 0.70, followed by “getting
Medicare for older people” (0.65), “getting aid to education” (0.61), and
“getting Congress to pass his [President Johnson’s] program” (0.60). To me,
these sound like examples of discretionary spending. Factor 1 in this analysis
concerned government management and economic issues: “keeping federal
spending under control” (0.79), “keeping the cost of living down” (0.71),
“anti-poverty program” (0.68), “handling foreign aid” (0.66), “keeping cor-
ruption out of government” (0.64), and “handling taxes” (0.61). Factor 2
was all about international tensions: “handling Red China” (0.73), “han-
dling the situation in the Dominican Republic” (0.70), “handling the war in
Vietnam” (0.68), “working for peace in the world” (0.68), “handling Russia”
(0.61), “handling Castro and Cuba” (0.52), and “giving leadership to the free
world” (0.52).

143. Analysis of original data from Harris study no. 1635, a June 1966 poll of 1,130 American
adults, Odom Institute. The factor analyses employed pairwise deletion, and the three-
factor solution was the one that preserved all factors with eigenvalues greater than 1.00.
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Notice that “handling Russia” and “handling the space problem” wound
up in different factors in these 1966 data. During the 1960s, doubts progres-
sively grew about whether Russia was really racing the United States to the
Moon, perhaps beginning with comments Khrushchev had made in a press
conference in October 1963, suggesting his country was not planning Moon
flights and was content to live on Earth."** As far as alert members of the
public could tell, the United States had caught up with Russia a year before
this poll, when the first American spacewalk followed the first Russian one by
only three months. By the time of the poll, the U.S. Gemini program was in
the dramatic early stages of experimenting with orbital rendezvous.

In July 1969, immediately after the landing of Apollo 11, a Harris poll
included questions about space, the first in a set concerning President Richard
Nixon’s performance. A factor analysis looking for two factors from one set
of 12 items included “his talking to the astronauts when they were on the
moon,” which led Factor 2 with a loading of 0.81. Other items near the top
of this factor were: “his trip abroad” (loading = 0.76), “inspiring confidence
personally in the White House” (0.69), and “his press conferences” (0.68).
Clearly this factor is about Nixon’s attempts to communicate. The first factor
was defined by domestic economic and social issues: “keeping down the cost
of living” (0.83), “his approach to taxes and spending,” “keeping the econ-
omy healthy” (0.73), “his approach to crime and law and order” (0.65), and
“his handling of the race and civil rights question” (0.62). One way to read
these data is to infer that Nixon talking to the astronauts was simply a politi-
cian playing his role as a communicator.

Another battery of items listed eight “possible American-Russian areas
of negotiation and agreement,” including “agreement to joint exploration
of space.” The poll first asked respondents whether each was a possible area
“where some agreement might be reached.” Then the poll asked the respon-
dent: “Regardless of whether you think this is an area where agreement
might be reached or not, would you favor or oppose agreement between the
U.S. and Russia?” For the space item, 56.0 percent thought agreement was
possible, 12.2 were not sure, and 31.9 percent thought it was not possible.
Setting that judgment aside, 61.8 percent favored joint exploration of space,
9.9 percent were not sure, and 28.3 percent opposed it. Table 1.7 shows the
percentage favoring cooperation in each of the eight areas, the percentage
thinking it was possible, and results of factor analyses for both sets of ques-
tions. Interestingly, space exploration heads Factor 1 for favoring coopera-
tion and is tied for first place with thinking it was possible. The two parallel

144. Joseph G. Whelan, “The Press and Khrushchev’s “Withdrawal’ from the Moon Race,”
Public Opinion Quarterly 32, no. 2 (1968): 233-250.
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factor analyses divide the eight items into the same two sets of five concerning

improved relations between the United States and Russia, and three items

concerning joint action toward other nations. It is also interesting to see the

space item taking such a leading role in definition of the factors, apparently

because Americans found the idea of cooperation in space quite clear and

logically connected to other kinds of cooperation.'®

TABLE 1.7. In the Month Apollo 11 Landed: Cooperation with Russia

Loadings

Percentage  Factor  Factor
In Favor Fav-1 Fav-2

Improved Interactions with Each Other

Agreement to joint 61.8% 0.82 0.08
exploration of space

Agreement for joint 70.6% 0.74 0.25
exploration of the

oceans

Agreement to greatly 741% 0.70 0.27

expand trade between
the two countries

Agreement to limit anti- 71.3% 0.62 0.23
missile (ABM) systems
Agreement for more 79.2% 0.60 0.37

exchange of scholars
and cultural groups

Joint Action Toward Other Nations

Agreement to act 82.7% 0.33 0.72
together to achieve

peace in the Middle

East

Agreement to take 66.6% 0.20 0.81
joint military action

if another nation

threatens to use

nuclear weapons

Agreement on joint 73.9% 0.19 0.86
action to prevent

Communist China from

starting wars

Percentage

Possible

56.0%

62.1%

69.2%

54.4%

78.2%

58.1%

54.7%

57.5%

Loadings
Factor  Factor
Pos-1 Pos-2

0.74 0.13
0.66 0.34
0.74 0.19
0.60 0.29
0.71 0.12
0.27 0.70
0.22 0.78
0.14 0.82

145. Analysis of original data from Harris study no. 1944, a July 1969 poll of 1,601 American
adults, Odom Institute. The two factor analyses employed pairwise deletion and varimax

rotation and specified that two factors should result.
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In a different July 1969 Harris poll, the interviewer handed the respon-
dent a card, saying, “This card shows the percentage of the federal budget
now spent for various purposes. Considering priorities, would you like to
see more or less of the federal money go into each of these purposes?” In
the case of the space program, only 14.5 percent wanted more spent, while
63.7 percent wanted less spent, and 21.8 percent were not sure. Absolute
majorities wanted more spent on veterans benefits (62.3 percent); educa-
tion (77.1 percent); natural resources such as improvement of environment,
pollution control, and parks (65.7 percent); and housing and community
development (52.4 percent).

A factor analysis of the 10 items found four dimensions. Factor 1 was
headed by natural resources (loading = 0.72) and education (0.54). The second
factor highlighted health, labor, and welfare (0.82) along with housing and
community development (0.71). The space program led the third factor with
a loading of 0.75, followed by international affairs (0.66). The fourth factor
combined veterans” benefits (0.75) with national defense (0.62). The remain-
ing items (commerce and transportation, agriculture) were not heavily loaded
on any factor. The factor analysis reflects the connections among all 10 items,
but on the level of pairs of items, the space program correlated strongly not
only with international affairs (0.19) but also with commerce and transporta-
tion (0.17), with its correlation with defense coming third (0.12)—keeping
in mind that correlations are generally much smaller numbers than factor
loadings are. Note that among this group of issues, which focus on the space
program in the international context, it was perhaps seen as a mode of trans-
portation rather than primarily in terms of its military relevance."® In the
1960s many scholars and historians of technology conceptualized spaceflight
by analogy with earlier modes of transportation, including even railroads.'

An October 1969 Harris poll listed 16 “problems the United States faces
at home,” asking how much attention each one deserved. A factor analysis
produced four factors. “Space exploration” wound up in the fourth factor,
with a very high 0.86 loading. Only one other item was also strongly loaded,
“missile defense” at 0.78. The first factor clearly collected social welfare
problems: poverty (loading = 0.74), racial discrimination (0.71), health care
(0.65), education (0.60), and housing (0.58). The second factor was civil

146. Analysis of original data from Harris study no. 1939, a July 1969 poll of 2,089 American
adults (about two-thirds of whom were asked this set of questions), Odom Institute.
The factor analysis employed pairwise deletion and preserved all factors with eigenvalues
greater than 1.00.

147. Bruce Mazlish, ed., 7he Railroad and the Space Program: An Exploration in Historical
Analogy (Cambridge, MA: MIT Press, 1965).
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infrastructure: highway construction (0.70), mass transportation in and
around cities (0.61), recreation (0.58), and consumer protection (0.53). The
third factor concerned crime and taxes: crime on the streets (0.73), orga-
nized crime (0.65), and taxes and inflation (0.62).'** Among respondents to
a January 1971 Harris poll that asked about funding for eight government
programs, only 16.8 percent wanted the space program increased, as opposed
to 49.2 percent who wanted it decreased. Some 29.5 percent did not want
any change in the funding level, and 4.6 percent were not sure. Space wound
up in the second factor with a loading of 0.71, between “the ABM missile
system” (0.75) and “the war in Vietnam” (0.54). The first factor consisted of
“aid to cities” (0.77), “aid to public schools” (0.70), and “programs to control
air and water pollution” (0.65). The third factor combined “support prices for
farmers” (0.74) with “foreign military and economic aid” (0.63).'*

A December 1974 Harris poll asked respondents to evaluate nine “propos-
als which have been made for possible agreement between the United States
and the Soviet Union.” A solid majority of 60.9 percent favored “undertaking
joint space missions,” with 27.8 opposing and 11.3 percent not sure. Given
the fact that all the items concerned the narrow topic of agreement between
the United States and the USSR, it is not surprising that the correlation
matrix resisted factoring; but when four factors were called for, a rather clear
structure appeared. “Undertaking joint space missions” loaded 0.83 on the
third factor, with “exchanging scientists and other technical missions” close
behind at 0.79. The top two items in the first factor were “undertaking joint
efforts to solve the world energy shortage” (0.83) and “undertaking joint
efforts to curb air and water pollution” (0.81). Most heavily loaded on the
second factor were “giving the Soviet Union the same trade treatment that
we give other countries” (0.85) and “expanding trade between the United
States and the Soviet Union” (0.80). The remaining factor was dominated
by “reducing the number of American and Soviet troops in Europe” (0.85)
and “substantially limiting the number of nuclear missiles each country
has” (0.72).1°

148. Analysis of original data from Harris study no. 1970, an October 1969 poll of 1,982
American adults, Odom Institute. The factor analyses employed pairwise deletion and
varimax rotation, preserving all factors with eigenvalues greater than 1.00.

149. Analysis of original data from Harris study no. 2055, a January 1971 poll of 3,092
American adults, Odom Institute. This combines the “not change” and “not sure”
responses as the middle category between decrease and increase, pairwise deletion, factors
with eigenvalues greater than 1.00, and varimax rotation.

150. Analysis of original data from Harris study no. 2436, a December 1974 poll of 1,843
American adults, Odom Institute.
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A March 1976 poll asked respondents how serious a loss they felt it would
be if the federal government abolished each of 14 programs. In the case of
“space programs,” only 21.3 percent felt it would be a “very serious loss,” and
another 29.7 percent felt cancellation would be “only a moderate loss.” The
largest group, 40.8 percent, said ending the space program would be “hardly
a loss” at all, and 8.1 percent were not sure. In a factor analysis seeking four
factors, “space programs” was loaded 0.73 on the fourth factor, alongside
defense at 0.75. The first factor brought together “environmental controls”
(0.70), “aid to cities” (0.67), “business regulation” (0.63), “welfare” (0.62),
and “revenue sharing” (0.58). The second factor combined “education”
(0.83), “health” (0.81), and “jobs for [the] unemployed” (0.62). The third
factor consisted of “law enforcement” (0.75) and “social security” (0.66), two
personal security issues.""’

AJuly 1977 Harris poll asked about President Jimmy Carter’s performance,
including “his continuing the space shuttle program.” On this, 12.4 percent
rated him “excellent,” 37.5 percent “pretty good,” 16.6 percent “only fair,”
and 10.4 percent “poor.” There were fully 60 other items in the list, and a
standard analysis produced a bewildering 11 factors. Factor 7 consisted of
this space item with a loading of 0.69, flanked by two nuclear technology
items: “his support for production funds for the neutron bomb” (0.73) and
“his wanting to speed up construction of conventional nuclear plants” (0.58).
It is worth noting that of all recent presidents, Carter probably understood
the technical aspects of these issues best, having received some graduate edu-
cation in nuclear technology. Because of the vast list of performance areas
respondents were asked to judge, this dataset is probably not comparable to
the others; but the connection between space technology and nuclear tech-
nology is interesting to see.'*

A month after President Ronald Reagan announced plans for the Strategic
Defense Initiative in 1983, a Harris poll asked respondents to rate him on his
performance in 15 areas, including “his proposing to construct new weapons
systems in outer space that would be capable of shooting down nuclear mis-
siles with laser and particle beams.” Just 18.9 percent called his performance
in this area “excellent,” compared with 26.4 percent “pretty good,” 27.2 per-
cent “only fair,” and 27.5 percent “poor.” A factor analysis of responses to all
15 items put this space issue in the second factor with a strong loading of

151. Analysis of original data from Harris study no. 7681, a March 1976 poll of 1,523
American adults, Odom Institute.

152. Analysis of original data from Harris study no. P3725, a July 1977 poll of 1,515 American
adults, Odom Institute. The factor analyses employed pairwise deletion and preserved all
factors with eigenvalues greater than 1.00.
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0.72. Only one item was more strongly loaded on this factor, at 0.74 only
slightly higher: “his handling of nuclear arms reduction negotiations with
the Russians” (0.74). The next two items strongly associated with this factor
also stressed defense: “his saying he would not accept cuts from Congress
on defense spending” (0.70) and “his proposing to the Russians to agree on
cutting down but not eliminating nuclear missile installations in Europe”
(0.67). The other factor concerned economic issues: “handling the economy”
(loading = 0.79), “his handling of Social Security” (0.76), “getting the coun-
try out of the recession” (0.74), “helping the unemployed, small business,
farmers, and others in economic trouble” (0.73), and “his handling of federal
jobs programs” (0.71).1

The Strategic Defense Initiative is a complex topic, in many ways quite sep-
arate from the civilian space program. The SDI technologies that have come
closest to maturity involved not orbiting lasers or particle beams but surface-
launched rocket interceptors. As noted earlier, all the publicity about hypo-
thetical space-based defense systems in the mid-1980s may have strengthened
the connection between space and defense in the public mind. This connec-
tion may have weakened subsequently, as space-based weapons faded from the
news after the mid-1980s. NSF’s Surveys of Public Understanding of Science
and Technology can confirm the changing popular association of space with
military applications.”* In 1983, interest in space correlated at a loading of
0.32 with interest in “military, defense policy.” By 1985, after two years of
SDI publicity, the correlation had strengthened to 0.44. Figure 1.4 maps the
changes from 1985 to 2001, showing two superimposed factor analyses of
these two items plus “new scientific discoveries,” “the use of new inventions
and technologies,” and “new medical discoveries.” For each of the five topics,
the open circle plots the 1983 factor loadings, while the solid circle plots them
for 2001. Naturally, there is some random wandering of the points, but nota-
bly space moves away from defense.

A Harris poll in 1993 asked respondents to say whether the country
should spend more or less on eight different kinds of scientific research. Only
9.2 percent wanted to spend “a lot more” on “space research on space explora-
tion and development.” Another 20.5 percent said “a little more,” while much
larger fractions said “a little less” (36.1 percent) and “a lot less” (34.2 percent).

153. Analysis of original data from Harris study no. 832103, an April 1983 poll of 1,250
American adults, Odom Institute. The factor analyses employed pairwise deletion and
preserved all factors with eigenvalues greater than 1.00.

154. Analysis of original data from the NSF’s Surveys of Public Understanding of Science
and Technology, 1979-2001, available from the Roper Center at the University of
Connecticut, http:/fwww.ropercenter.uconn.edu/data_access/data/datasets/nsf-html.
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FIGURE 1.4. Two Factor Analyses Showing Changes Over 16 Years

(A related question found that only 1.4 percent of respondents thought space
research was most valuable, compared with 66.2 percent for medical research
and 17.5 percent for environmental research). Figure 1.5 maps the first two
factors of a three-factor analysis. The third factor was dominated by “defense
research to develop new weapon systems,” which had a 0.84 loading. The
space item was the only other one strongly loaded on the factor, with 0.62.
In terms of ordinary correlations (which are generally much smaller than
factor loadings), the space item was most strongly associated with “electronic
research on improved television and electronic equipment” (0.28), followed
by the defense item (0.24) and “computer research to improve access to infor-
mation” (0.21). Thus the factor analysis shows space somewhat apart from
the other seven fields of research but loosely tied to defense, and simple cor-
relations show it connected to defense, computers, and electronics.'

A 1999 poll done for the Pew Center for the People and the Press asked
respondents their views on “a list of some changes that have taken place over
the last 100 years.” “Space exploration” received good ratings, with 72 per-
cent saying it had been a change for the better, versus only 6 percent who
said it was a change for the worse and 17 percent judging it “hasn’t made

155. Analysis of original data from Harris study no. 931107, an 11-15 November 1993 poll of
1,254 American adults, Odom Institute. The factor analyses employed pairwise deletion
and preserved all factors with eigenvalues greater than 1.00.



58 Historical Studies in the Societal Impact of Spaceflight

0.9 4
0.8 ® Environmental

.7 ® Energy
07 @ Medical
0.6
0.5 1

0.4 1
@ Transportation

Factor 1

0.3 1
0.2 4 @ Space

0.1 1 Computers

°
® Defense Electronics

-02 -0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9

Factor 1
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much difference.””® The inventions judged by more people to have been
improvements were radio (96 percent), automobile (91 percent), computer
(87 percent), highway system (84 percent), airline travel (77 percent), televi-
sion (73 percent), and birth control pills (72 percent). Two kinds of technol-
ogy rated much lower than the space program—nuclear energy (48 percent)
and nuclear weapons (19 percent). Indeed a majority of 63 percent felt that
nuclear weapons had made things worse. Respondents were divided into two
groups, each presented with only half the items; but factor analysis can help
us see how the space program connects to eight other items. Space explora-
tion was most heavily loaded on the third factor, 0.77, and airline travel was
not far behind at 0.67. The first factor combined two items related to domes-
tic intimacy: more acceptance of divorce (0.76) and birth control pills (0.48).
The second factor linked the civil rights movement (0.72) to rock and roll
music (0.71). The final factor was headed by the invention of the computer
(0.86) and the invention of television (0.55). “The development of nuclear
energy” was not strongly loaded on any factor.”’

How people conceptualize space exploration depends on the hotly
debated issues of their historical period and on the mental connections they
make between it and some of these other issues. Thus mental maps are not

156. “Technology Triumphs, Morality Falters,” press release, 3 July 1999, Pew Research
Center, hitp:/lpeople-press.orglreports/display.php3?PagelD=279.

157. Analysis of original data from a poll of 1,546 adults, done by Princeton Survey Research
Associates, 6 April-6 May 1999, Pew Center.
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static but vary over time and across different contexts presented by pollsters.
Clearly in the 1960s the space program was implicated in the prestige contest
between the United States and the USSR, and in the early 1980s it took on
added military connotations. Depending on the other issues presented to
poll respondents, it could also be connected to transportation and to vari-
ous scientific and technological activities. At the same time, space stood far
apart from major social issues, such as government management of health
and welfare programs, and to a very significant extent was conceptualized by
Americans as a wholly unique issue.

6. Goals in Space

Some of the questionnaires most useful for assessing the value of space explo-
ration in detail were not administered to random samples of the population
but to special groups who might be expected to be more knowledgeable or
thoughtful. For example, in 1960, Raymond A. Bauer asked 1,717 readers of
the Harvard Business Review to rate five alternative justifications for the space
program, listed here in Table 1.8. In 1963, Edward E. Furash administered
the same items to 3,300 Review readers, and in 1986, I obtained responses
from 1,007 Harvard students.”® All three groups of respondents put “pure
science research” in first place, but the two polls from the early 1960s placed
military reasons second. Although the 1986 Harvard students are not strictly
a comparable group, and their much lower interest in military goals may
reflect their political liberalism and opposition to the Reagan administration,
this difference also probably reflects a change over time. The initial impetus
for the space program may have been international competition, but over
time this motive has become less important.

On the assumption that physicists should have a better-grounded per-
spective on space technology than almost any other group in society, Donald
Strickland surveyed 211 members of the American Physical Society late in
1963. When asked to rank the motives for the American space program,
32 percent selected “propaganda and prestige first,” and 14 percent placed
“military” in second place. Some 5 percent each selected “domestic politi-
cal” motives, “exploration,” and “basic research in natural sciences.” Another

158. Raymond A. Bauer, “Executives Probe Space,” Harvard Business Review (September—
October 1960): 6-14, 174-200; Edward E. Furash, “Businessmen Review the Space
Effort,” Harvard Business Review (September—October 1963): 14-32, 173-190; and
William Sims Bainbridge, Goals in Space (Albany: State University of New York Press,
1991), p. 19.
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TABLE 1.8. Priorities for the Space Program

Sources of Space Program Objective Rating
Five Possible Objectives

Harvard Business Review Harvard
for the Space Program Students
1960 1963 1986
Pure science research and gaining of 47% 43% 55.4%
knowledge
Control of outer space for military and 31% 31% 4.1%
political reasons
Tangible economic payoffs and research 14% 18% 30.5%
results for everyday life on Earth
Meeting the challenge and adventure of 8% 8% 9.2%
new horizons
Winning the prestige race with the Soviet 3% 5% 0.8%

Union

4 percent cited “economic” goals. Apparently the remaining 35 percent were
unwilling to evaluate the motives for the space program.'

In January 1987 respondents to a USA Today poll were given a list of
seven things that might be “man’s next great achievement in space” and asked
to select the goal they would set. The largest number, 25.2 percent, selected
“live in space station,” the goal President Reagan had announced three years
earlier. More than twice as large a group, 54.0 percent, could not select one of
the proffered goals and chose the default “other” answer. Additional choices
included “go to other planet” (9.9 percent), “regular space trips” (3.2 per-
cent), “colony on moon” (2.6 percent), and “return to moon” (2.2 percent).
Perhaps, mercifully, only tiny fractions selected the two goals that were effec-
tively impossible: 1.7 percent wanting the space program to “go to other solar
system” and 1.1 percent preferring “time travel.”'*

Five days after Pathfinder landed on Mars in 1997, Harris asked respon-
dents whether they favored or opposed seven different plans for future space
exploration. All the plans received favorable responses, but the most support
was expressed for the least innovative plan: 86.2 percent favored “continuing
to use the space shuttle for scientific research.” In second place, with 79.9
percent favoring the idea, was “joint space missions involving Americans,
Russians, and people from other countries.” Three other plans were essentially

159. Donald A. Strickland, “Physicists’ Views of Space Politics,” Public Opinion Quarterly 29,
no. 2 (1965): 223-235.

160. Analysis of original data from USA Today study 3002, a poll done by Gordon S. Black
Corporation in January 1987 of 817 American adults, Odom Institute.
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tied: “sending more unmanned probes to explore other planets in the solar
system” (favored by 70.9 percent), “putting a manned US space station in
space” (70.9 percent), and “putting a manned joint US and International
space station in Earth’s orbit” (69.6 percent). The two lowest-rated plans
involved bold human expeditions: “sending a manned rocket to land on
Mars” (63.7 percent) and “sending a manned rocket to the Moon” (62.9
percent). Without special instructions, the statistical software would have
produced a factor analysis with only one factor, and Figure 1.6 shows the
results when it was instructed to seek two factors. The seven plans are nearly
in a straight line, from modest plans promoting international cooperation on
Earth at the upper left to ambitious human missions away from Earth at the
lower right.'®!

A remarkable 1980 Harris poll of adults living in Kentucky included two
unusually detailed questions about the space program, which are analyzed in
Table 1.9. One question asked respondents to judge how much each of eight
“sectors of the economy” benefits from the space program. As Table 1.9 shows,
they judged the space program to be more beneficial for the national govern-
ment than for state and local governments. Not surprisingly, large majorities
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FIGURE 1.6. Factor Analysis of Plans for Future Space Exploration

161. Analysis of original data from Harris study no. 718288, a 914 July 1997 poll of 1,002
American adults, Odom Institute. The two factor analyses employed pairwise deletion
and varimax rotation, and specified that two factors should result; the one factor analysis
resulted from the criterion of selecting only factors with eigenvalues greater than 1.00.
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saw great benefit for “research” and “education,” but many also saw benefits
for business and industry, individuals, and, to the least extent, agriculture.
The second question listed 10 “products, improvements, or scientific discov-
eries” and asked whether each is “a result of the space program.” Very large
fractions correctly answered “satellite communication” and “weather predic-
tion methods,” but majorities also saw a connection to “firefighters breathing
system” (perhaps like a space suit) and a number of electronic devices. Nearly
half wrongly believed that Teflon, discovered in 1938 and first marketed in
1946, was a result of the space program. Less than half credited the space
program with developing synthetic rubber and latex paint.'®

A July 1989 Gallup poll asked respondents to judge which of four activi-
ties should have the highest priority for the space program. First place went
to “basic research on the solar system and planets” (30 percent), followed by

TABLE 1.9. Benefits to Economic Sectors and Developments from Space

Benefits or Results of Space Program

Governments Federal government 63.5%
State government 39.9%
Local government 26.6%
Institutions Research 85.9%
Education 82.4%
Business and industry 69.5%
Individuals 55.1%
Agriculture 45.2%
Developments Satellite communication 88.1%
Weather prediction methods 86.3%
Firefighters breathing system 69.9%
Rechargeable pacemaker 61.9%
Hand-held calculators 57.6%
Push-button telephones 53.7%
Microwave ovens 53.1%
Teflon 48.1%
Synthetic rubber 33.4%
Latex paint 27.0%

162. Analysis of original data from Harris study no. 20038, a 26 March—17 April 1980 poll of
671 Kentucky residents, Odom Institute.
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“mining the natural resources on the moon and other planets” (23 percent),
“developing zero-gravity manufacturing and other commercial technolo-
gies in space” (18 percent), and “developing a space-based defense shield”
(14 percent).'®

The 1986 study of Harvard students mentioned eatlier involved a pair of
questionnaires designed to develop and analyze a list of all the justifications
for spaceflight that were current in public opinion at the time.'** Given this
goal, it was less important that the respondents were not a random sample
than that they thought deeply and possessed a range of viewpoints. The first
questionnaire asked 1,007 students a series of open-ended questions designed
to elicit ideas about the value of the space program. From their many thou-
sands of written utterances, statements were collated that expressed 125 sepa-
rate justifications. These were then placed in the second questionnaire, and
894 students were asked to rate (on a scale of 0 to 6) how good a justification
each statement was. Because adequate commercial software was not available
at the time, a special cluster analysis program was written to categorize the
statements into groups.

Here, I reanalyze the original data for 512 students who gave the most
complete responses and for the most representative 90 items, using modern

software to do a factor analysis.'

> The categorization that follows is probably
an improvement over the original analysis but gives similar results. The factor
analysis was done in two stages. The first stage produced 12 factors, and on
the basis of the highest loadings, 89 of the 90 items could be assigned to a
dozen appropriate groups. The one item left out had affinities to several fac-
tors: “From space, we could find new ways to control pollution and clean
up our environment.” The first factor combined fully 28 items that could be
described as idealistic and emotional. For example, the two statements that
led the factor with equal 0.75 loadings were: “Space exploration is a human
struggle, expressing the unconquerable human spirit” and “Space exploration
fulfills the human need for adventure.”

Naturally, a random sample of Americans, or any other group of respon-
dents, might rate the 125 space goals somewhat differently, but it is interest-
ing to note that the Harvard students did not express much enthusiasm for
these 28 items, rating them on average 2.4 on the 0-to-6 scale. The second

163. Gallup poll of 1,253 American adults, 6-9 July 1989, cited by Rosita M. Thomas,
American Public Opinion and the Space Program (Washington, DC: Congressional
Research Service of the Library of Congress, 1991), p. 43.

164. Bainbridge, Goals in Space.

165. William Sims Bainbridge, Social Research Methods and Statistics: A Computer-Assisted
Introduction (Belmont, CA: Wadsworth, 1992). A computer disk included with this book
holds the data plus simple software for analyzing it.
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stage of the work did a second factor analysis of just the 28 idealistic and
emotional items to see if they could be further categorized. This attempt was
quite successful; so what follows starts with the four subfactors in Factor 1,
then describes the 11 other factors. In parentheses after each statement is the
loading, and for the subfactors the loading on the factor is given first, fol-
lowed by the loading on the subfactor.

Subfactor 1A concerns the spirit of exploration, suggesting that the human
need to explore is part of our fundamental nature and requires no further
justification: “We should explore the unknown” (0.59/0.75); “We should
boldly go where no man or woman has gone before” (0.65/0.71); “We should
go into space for the same reason people climb Mt. Everest—because it’s
there” (0.65/0.66); “Space is the new frontier” (0.64/0.66); “Humans have
an innate need to search and discover” (0.68/0.65); “We must broaden our
horizons” (0.56/0.64); “Investigation of outer space satisfies human curios-
ity” (0.71/0.57); “Space offers new challenges, and civilization would stag-
nate without challenges” (0.62/0.53); “Space exploration is a human struggle,
expressing the unconquerable human spirit” (0.75/0.51); and “Space explora-
tion fulfills the human need for adventure” (0.75/0.47).

Subfactor 1B expresses emotions of pride, hope, and aspiration that
can be generated by space exploration, what psychologists might justly call
ascendancy: “The space program builds national pride” (0.43/0.83); “Space
triumphs give us justified pride in our achievements” (0.62/0.77); “The
exploration of space lifts morale and instills a sense of hope and optimism”
(0.65/0.66); “Spaceflight reaffirms faith in man’s abilities” (0.71/0.66);
“Spaceflight is a noble endeavor, expressing the hopes and aspirations of
humankind” (0.72/0.56); and “The space program provides a goal and a feel-
ing of long-term purpose for humanity” (0.59/0.52).

Subfactor 1C asserts that spaceflight offers inspiration, giving us new per-
spectives: “In space, we see how small our world is and thus learn humility”
(0.48/0.74); “The space program gives us new perspectives on ourselves and
our world” (0.63/0.68); “New experiences and perspectives gained in space
inspire art, music, and literature” (0.52/0.60); “The space program allows
people to think beyond the triviality of earthbound conflicts and concerns”
(0.56/0.56); “The space program encourages people to make achievements
and solve problems” (0.54/0.49); “The space program inspires young people
to study the sciences” (0.44/0.47); “Space stimulates the creative human
imagination” (0.72/0.47); and “The exploration of space is an unselfish quest
that could benefit all mankind” (0.40/0.46).

Subfactor 1D rejoices in the excitement that space exploration can offer
individuals: “Space travel is fun” (0.45/0.80); “Space missions are exciting”
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(0.64/0.77); “The beauty of space creates a sense of wonder” (0.68/0.59); and
“Space gives people something to dream about” (0.74/0.45).

Factor 2 assembles 13 items with a mean rating of 2.6 on the 0-to-8 scale.
They concern colonization of outer space: “Earth is too small for us, so we
must expand off this planet” (0.80); “Space offers room for the expansion
of the human species” (0.79); “Space settlements could ease the growing
problem of overpopulation” (0.75); “We could find new worlds we can live
on or transform a planet to make it habitable” (0.75); “We could colonize
the moon, Mars, and other satellites or planets of our solar system” (0.74);
“We need an alternate home planet in case Earth is destroyed by a natu-
ral catastrophe or nuclear war” (0.66); “Humans should spread life to other
planets” (0.65); “We could establish manned space stations, communities in
space, and space cities” (0.63); “Our future ultimately lies in space” (0.61);
“Eventually, interstellar travel could be possible, taking people to distant
stars” (0.58); “We could use raw materials from the moon and planets when
natural resources are depleted on Earth” (0.51); “In space, we could create
new cultures, lifestyles, and forms of society” (0.51); and “Farms in space and
advances in terrestrial agriculture aided by the space program could increase
our food supply” (0.44).

The 12 items gathered together by Factor 3 were much more popular,
achieving an average rating of 3.8, and concern rechnology benefits of space
development: “The space program contributes much to our technology”
(0.68); “Technological spin-offs (advancements developed for the space
program, then applied to other fields) improve everyday life” (0.66); “Space
research provides valuable, practical information” (0.61); “The space pro-
gram contributes to the advancement of science” (0.61); “The space program
produces better computers, calculators, and electronics” (0.58); “The long-
term, ultimate benefits of the space program could eventually be important”
(0.57); “The space program has great benefits for industry” (0.55); “Space
research tests our scientific theories and promises conceptual breakthroughs”
(0.54); “Space has great commercial applications and many opportunities for
business” (0.52); “The space program stimulates the economy and has direct
economic benefits” (0.48); “Space could offer many unexpected benefits we
cannot now foresee” (0.45); and “In the weightlessness and vacuum of space,
we could manufacture new and better alloys, crystals, chemicals, and machine
parts” (0.41).

The eight items in Factor 4 have a mean rating of 3.9 and concern appli-
cations of Earth sazellites: “Satellites are an important component in navi-
gation systems” (0.72); “Satellites are useful in surveying and mapping
Earth” (0.71); “Satellites link all corners of the globe in a complete informa-
tion and communication network” (0.68); “Meteorology satellites are great
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aids for predicting the weather and understanding atmospheric patterns”
(0.67); “Communication satellites improve television transmissions” (0.59);
“Satellite photography of Earth contributes to geology, oceanography, and
archacology” (0.59); “Observations from orbit help us find new sources of
energy and minerals on Earth” (0.55); and “An orbiting space telescope could
give astronomers a much better view of the stars” (0.42).

With a mean rating of 3.5, Factor 5 concerns the knowledge to be gained
by space exploration: “We could discover our origins, learning about the his-
tory of the universe and Earth” (0.70); “Through the space program, we could
learn the origin of life” (0.67); “We could gain greater understanding of the
world we live in” (0.62); “We could gain a better understanding of the uni-
verse as a whole and how it functions” (0.61); “We could gain knowledge
about ourselves” (0.51); “Space probes increase our knowledge of space, plan-
ets, comets, and the entire solar system” (0.43); and “Space research benefits
physics—in studies of the nature of matter, for example” (0.43).

Human unizy is the theme of the five items in Factor 6, with a mean rating
of 2.6: “The space program generates national unity, encouraging coop-
eration between numerous sectors of society” (0.61); “The common cause
of space exploration unites the peoples of the world and could eventually
create a world community” (0.60); “The space program contributes to world
peace” (0.59); “Joint space projects between nations improve international
cooperation” (0.58); and “Competition in space is a constructive outlet for
nationalistic rivalries that otherwise would take the form of aggression and
conflict” (0.56).

Harvard students were politically liberal and skeptical of Reagan’s pro-
grams, so they gave the military items in Factor 7 the lowest mean rating of
2.1: “A space-based antimissile system, part of the Strategic Defense Initiative,
could reduce the danger of war and nuclear annihilation” (0.85); “There are
great military applications of space” (0.84); “The space program contributes
to our defense” (0.84); and “Reconnaissance satellites help prevent war and
nuclear attack” (0.57). A different set of respondents might have rated these
items higher, but the point of the study was to categorize all the possible
motives for space development, and clearly these four objectively fit together.

The highest mean rating, 4.2, went to the medical items in Factor 8: “New
medicines could be manufactured in the zero gravity and vacuum of space”
(0.75); “Some medical problems could be treated more effectively in the
weightlessness of space” (0.74); and “Medical research performed in space
could benefit human health” (0.72).

Also highly rated, with 4.0, were the resources items in Factor 9: “New
fuels found in space or the development of fusion power in space could help
solve Earth’s energy problem” (0.67); “Solar power stations in orbit could
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provide clean, limitless energy to Earth” (0.51); and “We could find new
mineral resources on the moon, Mars, or the asteroids” (0.49).

Two employment items with a mean rating of 2.6 constituted Factor 10:
“The space program provides jobs for thousands of people” (0.65); and “The
space program employs many engineers and scientists who otherwise would
not be able to utilize their talents” (0.59).

The two items about learning in Factor 11 had a mean rating of 2.9:
“Space travel makes us realize that Earth is a fragile, unique, unified world
that deserves more respect and better care” (0.56); and “The space program is
an educational tool, helping us learn from each other” (0.53).

Finally, the last pair of items in Factor 12 were rated 2.6 and concern pol-
lution removal: “We could preserve Earth’s environment by moving the most
polluting industries into space” (0.80); and “The moon or the sun could be
used for safe disposal of toxic materials and nuclear wastes” (0.69).

This study of Harvard students, dating from 1986, probably provides the
most complete picture of the ideas about the value of the space program held
in American culture at the time, a period when public opinion on the topic
had probably matured. As we shift into a new major period in space develop-
ment, fresh efforts will be needed to understand public opinion as it evolves
in new directions.

7. Attitudes Toward the Future

For six decades, opinion polls have asked Americans to consider the future
of spaceflight, and as the Shuttle era comes to a close, their attitudes take
on a new significance. The loss of Columbia during reentry on 1 February
2003 emphasized the need to retire this complex, aging vehicle and shift to
something else. On 14 January 2004, President George W. Bush announced
“a new plan to explore space and extend a human presence across our solar
system.”'% With a human mission to Mars as the long-range goal, the United
States would return to the Moon, using new launch vehicles comparable to
improved versions of the Saturn rockets used in the Apollo program, aban-
doning the concept of routine orbital flights with a largely reusable, winged
vehicle that had been central to the Shuttle program. Would the American
public support the new vision?

A poll done in February 2003 asked respondents how they would like to
see money spent if NASA had a budget increase, allowing them to select as
many as three choices. The leading investment was “making shuttles safer,”

166. See http:/fwww.nasa.gov/pdfl54868main_bush_trans.pdf-
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marked by 64 percent of respondents, and third place went to “replacing
space shuttles” with 34 percent. In second place was “aerospace technologies
to improve flight on earth” at 46 percent, recalling that the first A in “NASA”
stands for “aeronautics.” In fourth place, however, was “unmanned missions
to other planets” at 30 percent, a goal that looks far beyond the mundane
world. Other choices were “expansion of the space station” (25 percent),
“manned missions to other planets” (19 percent), and “human return to the
moon” (13 percent).'”’

In January 2004 a CBS News and New York Times poll asked: “Given the
costs and risks involved in manned space exploration, do you think build-
ing a permanent space station on the moon is worth it, or not?” A majority,
58 percent, said a Moon station would not be worth it; 35 percent said it
would be; and the remaining 7 percent did not know.'*® One of the biggest
challenges in opinion polls is how to prepare the respondents to express an
opinion when they may know little about the given topic. A standard method
is to describe a topic in a sentence or two, then follow with the question, but
this technique relies heavily on the exact wording used. For example, consider
the word expanding in both the introduction and question of a poll done for
the Associated Press earlier that same month:

As you may have heard, the Bush administration is considering expanding
the space program by building a permanent space station on the Moon with a
plan to eventually send astronauts to Mars. Considering all the potential costs
and benefits, do you favor or oppose expanding the space program this way
or do you oppose it?

The actual plans did not call for increasing the NASA budget, which is what
many respondents may have understood from the word “expanding.” In any
case, 43 percent said they favored the idea, and 52 percent were opposed.'®”

Later that month, Harris Interactive asked what some would call a lead-
ing question, suggesting how the money devoted to Mars exploration might
better be spent:

As you may know, President Bush has proposed spending billions of dollars to

send a manned mission to the moon and eventually to Mars. Most estimates

167. Poll of 900 American adults by Techno Metrica Institute of Policy and Politics for CBS
News/New York Times, 3-9 February 2003, Roper Center USTIPR.03FEB.R37.

168. Poll of 1,022 American adults by CBS News/New York Times, 12-15 January 2004,
Roper Center USCBSNYT.011704.R81.

169. Poll of 1,000 American adults by PSOS-Public Affairs for the Associated Press, 9—11
January 2004, Roper Center USIPSOSR.011204A.R1B.



The Impact of Space Exploration on Public Opinions, Attitudes, and Beliefs 69

of the cost of these space programs put it at hundreds of billions of dollars. If
you could choose, would you spend the billions of dollars proposed for the
space program on: improving education, balancing the budget, cleaning up
the environment, space exploration, or enlarging the military?

Only 9 percent wanted to keep the money in the space program budget, and
another 4 percent of respondents were not sure. The largest group wanted to
invest in improving education (40 percent), with smaller groups preferring to
balance the budget (27 percent), clean up the environment (13 percent), and
enlarge the military (7 percent).'”°

At the end of January 2004, a poll carried out by Gallup for CNN and
USA Today reminded respondents that “the U.S. has landed two robotic
explorers on Mars that are sending back pictures and data” and asked them
to evaluate this accomplishment. Fully 70 percent called the landing of Spirit
and Opportunity “a major achievement,” and another 20 percent considered
it “a minor achievement.” Only 9 percent said it was “not an achievement at
all,” and 1 percent had no opinion.'”" This poll also asked: “Do you think it
is worthwhile for the United States to find out whether there were ever living
creatures on Mars, or not?” A majority, 54.5 percent, felt this would not be
worthwhile, but a strong minority (44.0 percent) felt it would be.'”

Polls had been asking about a trip to Mars for many years. In 1986 fully
58 percent of respondents agreed that “a joint U.S.-Soviet Union manned
mission to Mars...should be a long range goal for the civilian space pro-
gram,” and only 40 percent disagreed.'”? The poll was conducted by Market
Opinion Research for Rockwell International, an aerospace contractor; so
one wonders if something about the manner in which the poll was done
produced a higher positive response than other polls about Mars. As with
many social science agree/disagree questionnaire items, respondents could
express different levels of agreement; and favorable respondents were evenly
split between “strongly agree” and “just somewhat agree.” Perhaps the key
is the phrase “long range goal” in the question, suggesting something that
might be desirable someday but that need not have any near-term costs.
Another poll by the same organizations, done two years later, found fully

170. Poll of 1,003 American adults by Harris Interactive for 7ime magazine and Cable News
Network, 1415 January 2004, Roper Center USHARRIS.Y011604.R22.

171. Half sample of a poll of 1,001 American adults by Gallup for Cable News Network and
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66 percent in favor of “sending a manned mission to Mars and establishing
an outpost there for scientific observation and exploration,” with just 30 per-
cent opposed.'”* Some polls have explored possible nationalistic motives for
Mars exploration. A Gallup poll in July 1989, near the 20th anniversary of
the first Moon landing, asked: “How important do you think it is for the U.S.
to be the first country to land a person on Mars?” Opinions ranged across
the given responses: “very important” (19 percent), “somewhat important”
(32 percent), “not too important” (25 percent), and “not important at all”
(23 percent)."” Seven years later, 17 percent of Americans said they would
be “greatly pleased” if “some other country sent the first manned mission to
Mars,” 36 percent would be “somewhat pleased,” 25 percent “somewhat dis-
appointed,” and 9 percent “greatly disappointed.”'’®

For the 25th anniversary of Apollo in 1994, a poll for Newsweek maga-
zine told respondents: “Scientists estimate it would cost 50 billion dollars
over ten years to put a person on Mars.” The largest group, 52 percent, felt
the United States should “undertake a manned mission to Mars only with
other nations to share costs and expertise,” whereas just 4 percent wanted the
United States to “undertake a solo manned mission to Mars” and 41 percent
felt the country should “not undertake a manned mission to Mars.”"”” When
asked in September 1996, just 13 percent of Americans expected to see “a
human colony on Mars” in the next 10 years, compared with 84 percent who
did not.'”®

On 4 July 1997 the robot rover Pathfinder landed successfully on Mars. A
Harris poll inquired how much attention respondents had paid to the event;
23.1 percent said “a lot of attention,” and 43.9 percent said “some atten-
tion,” indicating that two-thirds of respondents had been at least somewhat
interested. Another 24.2 percent said they had paid “not much attention,”
and 8.9 percent said “none at all.”’”” An ABC poll reminded respondents: “As
you may know, last week the United States landed a probe on Mars that has

174. Poll of 1,200 American adults by Market Opinion Research for Rockwell International,
July 1988, Roper Center USMOR.88SPAC.R29.

175. Poll of 1,253 American adults by Gallup, 6-9 July 1989, Roper Center USGALLUP.
071989.R05.

176. Poll 0of 1,000 American adults by the Institute for Social Inquiry and the Roper Center for
the National Science and Technology Medals Foundation, 31 May—14 June 1996, Roper
Center, USISIROP96TECH.R58.

177. Poll of 751 American adults by Princeton Survey Research Associates for Newsweek, 7-8
July 1994, Roper Center USPSRNEW.N0794A.R13.

178. Poll of 601 American adults by Princeton Survey Research Associates for Newsweek, 25—
29 September 1996, Roper Center USPSRNEW.96009B.Q18D.

179. Analysis of original data from Harris study no. 718288, a 914 July 1997 poll of 1,002
American adults, Odom Institute.



The Impact of Space Exploration on Public Opinions, Attitudes, and Beliefs 71

been exploring the surface and testing the makeup of rocks.” Fully 59 percent
said this success made them “feel more supportive of continued US efforts to
explore Mars,” 25 percent said “less supportive,” and the remainder had no
opinion.'® Pathfinder ceased operation late in September, but public support
continued. More than two years later, 56.3 percent of respondents to a Gallup
poll said the government should “continue to fund efforts by NASA to send
unmanned missions to explore the planet Mars,” compared with 40.2 percent
who wanted funding stopped.'®!

In March 1999, 35 percent of respondents to a Gallup poll thought there
was “life of some form on Mars,” but 59 percent felt there was not.'® The
remarkably successful robot explorers, Spirit and Opportunity, were launched
toward Mars in June and July 2003, landing in January 2004. An Associate
Press poll in July 2003 found that 49 percent felt the United States should
“pursue a program to send humans to Mars,” compared with 42 percent who
felt it should not."® Thus the January 2004 announcement by President Bush
came after a significant amount of public interest. However, this did not mean
the majority was prepared to spend the money required.

In June 2005, fully 58 percent of Americans opposed “attempting to
land an astronaut on the planet Mars,” compared with only 40 percent who
favored the idea.'™ These numbers represent a slight deterioration of support
from July 1999, when 54 percent opposed the idea and 42 percent favored
it."® Much more positive opinions were expressed in an August 2006 Gallup
poll that asked respondents to think deeply about the future:

In January 2004, a new plan for space exploration was announced. The plan
includes a stepping-stone approach to return the space shuttle to flight, com-
plete assembly of the space station, build a replacement for the shuttle, go
back to the moon, and travel to Mars and beyond. If NASA’s budget did not
exceed one percent of the federal budget, to what extent would you support

or oppose this new plan for space exploration?
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A majority of 65.9 percent said they supported this plan, including 19.0 per-
cent who supported it strongly, compared with 27.4 percent who opposed it.
Many members of the general public lack sufficient information about pos-
sible future Mars missions, so the careful explanation of the stepping-stone
approach may have created a positive impression.'® The proviso that no more
than 1 percent of the federal budget be invested undoubtedly strengthened
support as well.

In response to another item from this August 2006 poll, 68.9 percent
agreed that “the scientific, technical and other benefits of space exploration are
worth the risks of human space flight.” A third item in the questionnaire ran:

Both China and the U.S. have announced plans to send astronauts to the
moon. China has announced plans to go to the moon by 2017 and the U.S.
has announced plans to send astronauts to the moon by 2018, a year later.
To what extent, if any, are you concerned that China would become the new

leader in space exploration or take the lead over the U.S.?

Only 28 percent were somewhat concerned or very concerned, suggesting
that most Americans did not yet feel a second space race had begun.'®’

Whatever governments might do in space, at the beginning of the 21st
century there was renewed hope that private enterprise might help launch
humanity into the universe, notably through space tourism.'® In 2002 the
Futron Corporation published a study of the potential market for space tour-
ism, based on a poll of 450 affluent individuals (with a net worth of over
$1 million or annual incomes of $250,000) done by the Zogby organization.
Among the features of a suborbital flight that respondents thought would be
very important to them, 63 percent identified “viewing Earth from space,”
27 percent cited “experiencing the acceleration of a rocket launch,” 26 per-
cent cited “experiencing what only astronauts and cosmonauts have experi-
enced,” and 24 percent agreed that “experiencing weightlessness” would be
very important. Among important experiences for orbital flight were “eating,
sleeping, and exercising in space” (49 percent), “orbiting Earth every 90 min-
utes” (28 percent), and the opportunity to “stay two weeks on a space station”
(24 percent).
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Several questions assessed the willingness of these wealthy respondents
to buy a tourist ticket on a suborbital flight, in a service projected to rise
from about 500 passengers in 2006 to 15,000 in 2021, with an estimated
annual revenue in 2021 of $786 million, when a flight could cost the tourist
$50,000. The first demonstration of the feasibility of suborbital space tour-
ism, the flight of SpaceShipOne that garnered the $10 million “X-Prize,”
took place in 2004 on the anniversary of the first Sputnik launch. A second
Futron/Zogby market study, carried out in 2006, gave similar estimates for
the year 2021, despite a later assumed start for commercial space tourism
operations.' However, SpaceShipOne employed technology that is not
suitable for orbital flight, and it remains unclear whether human spaceflight
could become commercially viable during the next couple of decades.

NASA’s plan to return to the Moon was predicated on the assumption of
constant budgets, rather than a significant increase, so an increase in public
enthusiasm may not be necessary. The 2004 GSS results suggest the American
public would support this level of investment. When 1,403 respondents were
asked to assess current funding for the “space exploration program,” 14.3 per-
cent felt too little was being spent and 43.4 percent said about the right
amount, for a total of 57.7 who were willing to continue at the present level.
A large minority, 36.8 percent, felt too much was being spent, and 5.5 per-
cent did not know. If those lacking an opinion are removed from the equa-
tion, as was done in Table 1.2, those willing to support the program at current
levels constitute fully 61.0 percent.'

Polls are not referendums, however much journalists and some politicians
might want them to be. Through polls, politicians can judge how to build the
constituencies they need in order to succeed. The polls do show that space-
flight has a substantial constituency within the American public, so invest-
ment in the space program makes sense in a mix of investments that serve
the interests of different constituencies. Funding levels aside, the public has
positive feelings about space exploration. It is not a controversial subject,
such as nuclear power may be, having powerful negative as well as positive
constituencies. Rather, the consensus is that space exploration is a good thing,
and any debate concerns how aggressively it should be pursued.

In a representative democracy the public does not vote on every little issue.
Rather, through elections and opinion polls, the public tells government what
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general values it wants government to serve. It is up to elected representatives
and technical experts to decide how to achieve those goals. The interests of all
citizens need to be taken into account, and that is the reason why each adult
deserves one equal vote. However, better-educated citizens are in a better
position to judge how to achieve the goals the society desires, and they sup-
port space exploration more than less-educated people do. Much of govern-
ment’s investment must serve short-term needs in areas like national defense
and human services. But some investment must be made in the longer-term
future, developing new opportunities and the knowledge needed to under-
stand ever better the universe in which we live. The American public is willing
to continue the voyage of discovery and achievement into outer space.
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Chapter 2

SocieTaL ImpracTt oF NASA
ON MEeDICAL TECHNOLOGY!

William Sims Bainbridge

1. Introduction

his chapter examines the history of several medically oriented innova-

tions reported in NASA’s annual Spinoff publication in order to better
understand the processes by which the Agency’s efforts benefit humanity in
often unexpected ways. The literature on this topic tends to conceptualize
these innovations as spinoffs from “the space program,” although there is the
possibility that some originated in NASA’s aviation research and development
as well. The aim here is not to determine a financial estimate of the annual
value of spinoffs, nor to critique the reporting of innovation by NASA’s dedi-
cated analysts and writers. Rather, by tracking the historical origins and cur-
rent impact of selected spinoffs, we can uncover the fundamental factors at
work. The sample of spinoffs was selected to ensure that a variety of interest-
ing phenomena would be discovered, not to characterize a hypothetical aver-
age NASA medical spinoff.

A widely used dictionary defines spin-off as “a collateral or derived prod-
uct or effect,” equivalent to a by-product.” As a subcategory of technology
transfer, a spinoff is a distinct invention developed in the course of aero-
space work and transferred more or less intact to nonaerospace uses. The
website of NASA’s Scientific and Technical Information Office defines the
term rather more broadly: “A spinoff is a commercialized product that incor-

porates NASA technology or NASA ‘know how’ and benefits the public.”

1. Acknowledgments: Great thanks are due to Trudy E. Bell for the original suggestion that
led to this study and for her early ideas about its scope and methodology.

2. Websters Ninth New Collegiate Dictionary (Springfield, MA: Merriam-Webster, 1990), s.z.
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Spinoffs must be distinguished from applications, which are intended benefits
of a technology. Communications satellites, meteorology satellites, and navi-
gation satellites like the Global Positioning System are valuable applications
of space technology. A 2003 book about spinoffs, It Came from Outer Space,
by Marjolijn Bijlefeld and Robert Burke, asserts:

Medical technology had benefited greatly from the space program. Non-
invasive breast cancer screening, less traumatic breast biopsy techniques,
magnetic resonance imaging (MRI), cardiac pacemakers and implantable
defibrillators, kidney dialysis machines, insulin pumps, and fetal heart moni-
tors are just some of the devices and procedures that were introduced using

technologies developed in the space program.*

For many years scholars have debated the importance of spinoffs, in con-
trast with many other kinds of secondary benefits from NASA’s work, and the
degree to which the concept itself is problematic. In the 1960s NASA funded
a number of social science studies of the potential societal implications of
space exploration. Top scholars participated, and the results were often pub-
lished as books by the prestigious MIT Press. For example, one collection of
essays edited by Bruce Mazlish drew analogies between the building of the
railroads in 19th-century America and the future building of space-related
transportation systems. The book started with the working hypothesis that
space development would turn out to be far more extensive than it has proven
to be to this point in history, yet qualitatively its observations are still useful.
A new technology may greatly benefit the economy in ways quite remote
from the technical advances themselves, and any new technology needs to be
weighed in comparison with other technologies that might have been devel-
oped instead.’

Another collection of essays, edited by William H. Gruber and Donald G.
Marquis, explored the ways that new technology may diffuse from the origi-
nal application area to others, a process central to understanding spinoffs.®
Simply put, we can imagine inventions migrating away from their birthplaces
by a number of means. A spinoff consists of an invention walking on its

“Wayback Machine” tool at http:/larchive.orglindex.php helpful for locating previous
versions of Web pages.
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own legs, so to speak, and maintaining its own individual integrity. People
outside the original field come into contact with it, perhaps by chance, and
they adopt it as a whole unit. Perhaps later they modify it, but originally it
migrates intact and in the form of a distinct, probably patentable invention.
One of the main other ways in which technological transfer takes place is in
the minds of people who migrate. A scientist or engineer works with NASA
on a particular project, gaining experience and a wealth of ideas. Then this
person takes a different job, or works on the weekends in his or her base-
ment, creating something quite different, perhaps separately patentable. This
is sometimes called embodied diffusion. A third path involves the social com-
munication of information from one person to another. This was the type
most closely studied in the 1950s and 1960s, as illustrated by the influential
books Personal Influence by Elihu Katz and Paul E. Lazarsfeld and Diffusion of
Innovations by Everett M. Rogers.”

In the language of economics, embodied diffusion and social commu-
nication could both be described as mechanisms by which spillover occurs.
Spillover is the escape of information about an innovation that allows a cor-
poration that did not invent it to copy it or otherwise take advantage of the
innovativeness of another corporation.® Often, companies and governments
keep trade secrets or state secrets, and patent protection is a mechanism for
balancing the need of an innovator to capture the benefits of the innovation,
versus the benefit to society more generally if the information is widely dis-
seminated. Spillover might include the specific design details of a particular
invention, but the term is more usefully employed for the general techni-
cal expertise and scientific knowledge of which the invention is one particu-
lar instantiation. It is possible that many of the spinoffs listed by NASA are
better described as spillovers.

A third book in the NASA-MIT series, Second-Order Consequences by
Raymond A. Bauer, documented a very wide range of kinds of technol-
ogy transfer that might occur, causing changes that are economic, techno-
logical, scientific, managerial, or social. Spinoffs were only one subcategory
among many that could be distinguished from others in a number of ways.
For example, spinoffs were a kind of horizontal diffusion, in which an intact
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innovation moves from one application to another. They could be distin-
guished from vertical diffusion, in which general knowledge coming from sci-
entific research performed in the space program moves down and is reshaped
into a number of inventions in potentially several different fields.’

The general conclusion one draws from the extensive scholarship and
social science done for NASA decades ago is that spinoffs are a minor part of
the benefit of the space program, and by implication also of the aeronautical
research and development supported by NASA. Indeed, given all the many
analytical rubrics proposed by the host of authors, it becomes rather difh-
cult to distinguish spinoffs precisely from other but similar kinds of impacts.
A 1976 summary of research on impacts reported: “These findings suggest
that earlier ‘space spinoff’ studies, which searched for commercial adoption
of complete NASA-developed systems, were misdirected.”’® Instead, the pri-
mary impact of the space program has been to accelerate technological prog-
ress across a wide front in many fields. However, there are several reasons
why it can be useful to take spinoffs seriously. First, the concept may fit some
innovations really well. The fact that NASA may benefit society in many
other ways does not negate the significance of whatever spinoffs it may have
provided. In a pair of major conferences that I helped to organize, scientists,
engineers, and scholars debated the societal implications of nanotechnology.
All participants were aware of concerns that nanotechnology might have
negative unintended consequences, such as possibly health or environmental
harm from toxic nanoparticles. But a strong consensus emerged that nano-
technology may have a number of positive unintended consequences as well,
most likely outweighing the negative ones. If applications are intended con-
sequences, then spinoffs are a category of positive unintended consequences,
containing very distinct innovations.

Second, spinoffs may be easier to communicate to a wide public than the
more vague unintended benefits of aerospace innovation. The public often
has difhculty grasping scientific and technical ideas if they do not experience
them directly in their own lives. One reason may be that the human brain is
wired to interpret events in terms of narratives in which an individual person
faces challenges in the pursuit of a clear goal and wins through to obvious
success.'" Thus humans find it natural to conceptualize innovations in terms

9. Raymond A. Bauer, Second-Order Consequences: A Methodological Essay on the Impact of
Technology (Cambridge, MA: MIT Press, 1969).
10. Eli Ginzberg, James W. Kuhn, Jerome Schnee, and Boris Yavitz, Economic Impact of Large
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11. H. Porter Abbott, “Unnarratable Knowledge: The Difficulty of Understanding Evolution
by Natural Selection,” in David Herman, ed., Narrative Theory and the Cognitive Sciences
(Stanford, CA: Center for the Study of Language and Information, 2003), pp. 143—162;
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of discrete inventions achieved by individual inventors. Social scientists have
long criticized the popular view of inventions. S. C. Gilfillan has argued that
it is strictly impossible to draw sharp conceptual lines between one invention
and another.”? Robert K. Merton has documented that inventions tend to be
“invented” simultaneously by several different individuals, which means that
inventions were really made by society, not by individuals, when the level of
technical culture has reached a level that makes a valuable invention possi-
ble.” But the popular view exists for a reason—namely, that it helps nonspe-
cialists think about complex technical and social issues—and it squares with
the truth at least part of the time.

Third, thinking in terms of spinoffs can help organize historical research,
such as the current project. We can hypothesize that a particular innovation
fits the model of a spinoff, then document the extent to which it actually
does. We can examine issues like the distinctness of the innovation (clear
versus ambiguous), the extent to which it was a unique invention versus one
of many made approximately simultaneously, and the extent to which it con-
sisted of generally applicable scientific discovery versus specific engineering
design. We can weigh at least qualitatively the extent to which the innova-
tion actually had an impact, versus being a mere technological curiosity. We
can estimate how much NASA actually contributed to the innovation and
whether NASA’s contribution derives from the space program or aviation
research. Importantly, we may find cases in which, when tracking an innova-
tion back to its historical origins, we find that it originated outside NASA but
passed through NASA on its way toward benefiting society.

Thus there is another function NASA beneficially performs, beyond pri-
mary innovation, that can be explored by tracking spinoffs. It can serve as the
channel, conduit, or vector through which an innovation travels during the
diffusion process. We can guess that this would most often happen when the
innovation originally occurred in military technology, because military inno-
vations are often secret, and a route for direct diffusion from the military to
the consumer economy often does not exist. If an innovation needs to travel
far from its origin to become valuable applications, logically we would expect
it to change during the diffusion process, perhaps becoming less distinct but
broader in applicability. In their 1971 book about spinoffs, Dividends from
Space, Frederick Ordway, Carsbie Adams, and Mitchell Sharpe have argued:
“Many products, materials, and new techniques developed for use in the
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space program have been converted into practical dividends in the form of
new or improved products for home and industry, but it is often difficult to
pinpoint the degree of space-inspired technology in such conversions.”'* They
note especially that the aerospace industry works closely with other industries
and institutions, and it is often ambiguous how significant each of their con-
tributions to a particular innovation really was.

Ordway, Adams, and Sharpe identify one important mechanism by which
space technology can foster innovation without actually carrying it out,
for which they use the word cazalyst. Their prime example is the medical
application of extremely cold liquefied or cryogenic gases, which are used
as propellants in space rockets. From the earliest Chinese gunpowder rock-
ets to modern intercontinental missiles, the most practical propellants for
military rockets have been solid, less energetic than some liquids but easier to
store and handle. However, spaceflight requires the higher energy offered by
some liquids, and their thrust can also be throttled to provide the fine con-
trol needed, for example, for landing on the Moon. The very first liquid-fuel
rocket, launched in 1926 by Robert Goddard, employed two liquids—gaso-
line at ambient temperature and liquid oxygen, which must be maintained
below —183°C. The German V-2 rockets developed in the early 1940s used
alcohol and liquid oxygen. When the United States began to develop long-
range military rockets in the 1950s, all but one used liquid fuels: Redstone,
Jupiter, Thor, Atlas, and Titan. The exception was the submarine-launched
Polaris, which used solid fuel because liquid fuels would have been difficult
to handle and thus dangerous at sea.

Except for a small number of Titan II ICBMs that remained in service
until the late 1980s, the military shifted over to solid fuel in the 1960s, from
the first deployment of Minuteman I in 1962. Thus, after the period when
military applications had supported the development of technologies for
producing and handling cryogenic liquids, this function was served by the
space program, notably in working with liquid hydrogen, which must be kept
below —253°C. The second- and third-stage engines of the Saturn V moon
rocket used two cryogenic propellants, liquid oxygen and liquid hydrogen,
as did the main engines of the Space Shuttles. The space program also has
employed liquid nitrogen, not as a fuel but as a coolant for infrared telescopes
and for testing of components that normally contact the more dangerous
liquid hydrogen or liquid oxygen.

Liquid nitrogen is widely used in medicine, notably for cryosurgery,
where it destroys abnormal tissues by freezing them. Dermatologists today

14. Frederick I. Ordway III, Carsbie C. Adams, and Mitchell R. Sharpe, Dividends from Space
(New York: Thomas Y. Crowell, 1971), p. 5.
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commonly have a flask of liquid nitrogen in their offices, simply administer-
ing tiny drops on selected small areas of their patients’ skin; but there also
exist very sophisticated systems for employing liquid nitrogen in brain sur-
gery. Ordway, Adams, and Sharpe cite the example of Dr. Irving Cooper, who
played a central role in developing cryosurgery in the 1950s, in particular
using a cryoprobe to reach inside the brain and freeze a tiny area implicated
in a patient’s Parkinson’s disease. To improve this device, Cooper worked with
space engineers who had developed a small thermocouple device that could
monitor the temperature of the probe.” Note that any direct influence from
the space program came only after the device had been invented and used, in
facilitating an improvement of it.

One way to estimate the real impact of an innovation is to examine patent
records. Cooper did not patent his cryoprobes, but a 1994 patent for a similar
device notes that experiments with cryosurgery began as early as 1865, and
comments: “Modern applications of cryosurgery are numerous. For example,
an early cryosurgical apparatus was developed by Dr. Irving Cooper, a New
York surgeon, and used for treatment of Parkinson’s disease.”'® A search of the
patent database for “NASA” and “cryosurgery” turned up nine patents to five
inventors who cited NASA publications about cold temperature science and
technology, but none of these patents document a close connection between
the Agency and cryosurgical inventions."” Thus cryosurgery may or may not
be a good example of what Ordway, Adams, and Sharpe called the catalyst
function of the space program. Arguably, the extensive use of cryogenic lig-
uids in the space program supports general development of the industry, and
other applications benefit indirectly in a variety of ways that may be hard
to document.

The chemical metaphor that some factor serves as a “catalyst” in facilitat-
ing innovation is overused and imprecise. The fundamental idea proposed by
Ordway, Adams, and Sharpe is that space technology can strengthen an entire
industry, technological subsystem of the economy, or scientific community.
The reverse insight is also true. NASA itself is part of a network of agencies,
and it cooperates with some of the same corporations; so it can be hard to
evaluate their relative importance in the development of innovations. With
the focus here on medical spinoffs, we can gain some clarity by considering
the different roles played by NASA and by two other science agencies of the

15. Ordway, Adams, and Sharpe, Dividends from Space, p. 33.

16. Arthur A. Fowle, U.S. Patent 5,324,286, “Entrained cryogenic droplet transfer method
and cryosurgical instrument,” issued 28 June 1994.

17. U.S. Patents 6,530,234; 6,475,212; 6,451,012; 6,346,668; 6,270,494; 6,193,644;
6,190,378; 6,182,666; and 6,083,166.
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U.S. federal government: the National Institutes of Health (NIH) and the
National Science Foundation (NSF).

As described on its own Web site, NIH is a collection of 27 institutes and
centers, within the wider Department of Health and Human Services, that
constitute “the primary Federal agency for conducting and supporting medi-
cal research.”'® It calls itself “the steward of medical and behavioral research
for the Nation. Its mission is science in pursuit of fundamental knowledge
about the nature and behavior of living systems and the application of that
knowledge to extend healthy life and reduce the burdens of illness and dis-
ability.” In pursuit of these goals, it supports activities both in its own labora-
tories and at universities:

* in the causes, diagnosis, prevention, and cure of human diseases;

* in the processes of human growth and development;

* in the biological effects of environmental contaminants;

* in the understanding of mental, addictive, and physical disorders; and

* in directing programs for the collection, dissemination, and exchange
of information in medicine and health, including the development and
support of medical libraries and the training of medical librarians and
other health information specialists.

The NSF is an independent agency of the U.S. government, which means
it does not belong to a department represented in the president’s Cabinet, as
NIH does. Rather, it is governed by the Science Board appointed by the presi-
dent and confirmed by Congress. It describes itself as “the premier Federal
agency supporting basic research at the frontiers of discovery, across all fields,
and science and engineering education at all levels.”” However, as the guide
to researchers preparing research grant proposals explains: “Research with
disease-related goals, including work on the etiology, diagnosis or treatment
of physical or mental disease, abnormality, or malfunction in human beings
or animals, is normally not supported.”® The NSF Directorate for Biological
Sciences does support much research at universities on fundamental biologi-
cal phenomena that might provide a scientific basis for new medical tech-
nologies. Medically relevant research could be funded by any of the NSF
directorates. For example, an NSF book describing a vast array of applica-
tions points out the importance of fundamental work in materials science
for medicine:

18. National Institutes of Health, hetp:/fwww.nih.goviabout.

19. National Science Foundation, lnvesting in America’s Future: Strategic Plan FY 2006-2011
(Arlington, VA: NSE 2000), p. 1.

20. National Science Foundation, Grant Proposal Guide (Arlington, VA: NSF, 2004), p. 10.
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Researchers at Georgia Institute of Technology, California Institute of
Technology, and Massachusetts Institute of Technology (MIT) are working
with physicians and biological specialists to develop polymer composites for
patching wounds, biocompatible casings for cell transplants, scaffolds that
guide and encourage cells to form tissue, bioreactors for large-scale produc-
tion of therapeutic cells, and experimental and theoretical models that predict
behavior of these materials in vivo. Biomaterials have already been developed
to block unwanted reactions between transplanted cells and host tissue and to

help prevent scarring during healing.!

Thus NSF may sometimes provide the scientific basis on which NIH can
build, although NIH also supports fundamental research within the broad
area of health and medicine. NASA enters the picture in three main ways:
1) research on the human factors of aviation and spaceflight, 2) research and
development of broadly based technologies that are intended to support the
human-centered aspects of NASA’s mission among others, and 3) spinoffs
that may have been developed for wholly other reasons but which have some
applicability to health and medicine. Aerospace medicine has been an impor-
tant topic of NASA research since the very beginning, notably when Project
Mercury assessed the ability of humans to live and work in space and to
endure the conditions of launch, orbit, and reentry.” Technologies like sen-
sors and telemetry developed in connection with the human space program
relate to other space applications as well as to terrestrial medical care.”® A
renewed interest in such research is evidenced by NASA’s 2005 Bioastronautics
Roadmap, an inventory of the research and development issues that must be
addressed for the future of human spaceflight, especially for very long dura-
tion missions.**

2. Spinoffs from 1996

The 1996 edition of Spinoff devoted a page each to 45 examples of “technol-
ogy twice used,” six examples of which were in the health and medicine field.
Given that nearly two decades have passed since that annual’s publication,

21. National Science Foundation, Americas Investment in the Future (Arlington, VA: NSF,
2000), p. 29.

22. Mae Mills Link, Space Medicine in Project Mercury (Washington, DC: NASA SP-4003,
1965).

23. Michele Anderson, Manned Space Flight Benefits, NASA TM-107998 (Houston, TX:
Johnson Space Center, 1987).

24. Bioastronautics Roadmap: A Risk Reduction Strategy for Human Space Exploration
(Washington, DC: NASA SP-2004-6113, 2005).
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and many of the examples dated from much earlier, there has been ample
time for impacts to develop. I examine each of these medical spinoffs to
determine whether it has achieved its promise and to learn how each case
can illuminate the processes by which technological progress actually takes
place. Three of the six cases are relatively narrowly defined and claim rela-
tively modest impact, so I consider them first. The final trio of 1996 spinoffs
involve much the same general area of technology, even having direct con-
nections to each other, and are potentially more important. I begin with a
technically cute innovation that has not yet proven to be very important for
human well-being.

Case 1: Bone Density Analyzer

The Mechanical Response Tissue Analyzer (MRTA) is a machine that can
measure the stiffness or density of large segments of the human body, espe-
cially the long bones in arms and legs, by briefly vibrating them and noting the
response. The machine does not violently shake the human limb but instead
emits a precisely calibrated buzz between 70 to 1600 cycles per second for
perhaps 5 seconds. NASA was quite understandably interested in its ability
to make quick, nondestructive measurements of arm and leg bones, because
the crews of the 1973-1974 Skylab space stations experienced significant
calcium loss from their bones. Long-duration spaceflight, whether in Earth
orbit or on the way to Mars, could weaken bones so much that they become
brittle and fracture. The culprit is the zero gravity of spaceflight, and creating
artificial gravity would require larger and more expensive vehicles. To assess
the value of countermeasures like in-orbit exercise or medication, researchers
need to be able to measure the bone loss precisely. Ideally, they would want
to be able to do this during a flight, using light, portable instruments; at pres-
ent, however, researchers make their measurements before and after a flight
but not during it.

Beginning in 1977, NASA’s Ames Research Laboratory and Stanford
University cooperated in research to develop the principles for a bone density
device. In 1987, listing Professor Charles R. Steele as the inventor, Stanford
applied for a U.S. patent, which was granted in 1991 as number 5,006,984.
The patent abstract described the device in detail, including a set of computer
algorithms that extracted useful measurements from the limb’s resonance
to the instrument’s vibration at a range of frequencies. While noting that a
NASA grant had helped fund the research, the patent did not talk about the
applications for astronauts but suggested the device could be useful in diag-
nosis and treatment of osteoporosis in postmenopausal women and in assess-
ing the healing of broken bones. Stanford’s patent application cited some
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prior work, including a French patent dating from 1978 and a 1975 thesis
by a Stanford student. The fact that the resonance frequency of metal bars or
the strings in a piano depends partly on their stiffness has been known for
well over a century. The challenge of the invention was developing a workable
device on this principle.

While the patent application was pending, in 1989, Gait Scan, a small busi-
ness in Ridgewood, New Jersey, joined the project. The name of the company
refers to a computerized instrument podiatrists use to evaluate the pressures
on the feet of their patients as they walk. Thus Gait Scan was in a logically
related business that possessed expertise and the motivation to develop MRTA
for treatment-related diagnosis of skeletal problems. According to the Spinoff’
article, “Gait Scan is pursuing applications in monitoring the effects of exer-
cise and rehabilitation on bone stiffness and in osteoporosis, the underlying
cause of some 1,300,000 bone fractures each year that involve treatment costs
estimated at close to $4 billion.” The article quoted Dr. Sara Arnaud of Ames
Research Center’s Life Sciences Division as saying, “The major attraction
of the technology is the speed and simplicity with which the measurement
gives a complete picture of bone strength.” The Spinoff article says Gait Scan
“invested its own funds in refining the technology,” which is true but a lictle
misleading, because the company also received Small Business Innovation
Research (SBIR) grants from NASA in 1990 and 1991 to do just this.”® SBIR
projects always involve a combination of government and company money.
As of 2006, the “GaitScan” trademark was held by a Canadian orthotics and
footwear company, The Orthotic Group, which sells GaitScan systems but
not MRTAs.? The abstract describing the 1990 SBIR grant predicts that “the
device would be used in research centers and in health and fitness facilities as
a routine means of monitoring the bone strengthening effects of exercise, diet
and other factors.”

In 2003, Christopher Callaghan earned his doctorate from Virginia Tech
on the basis of research establishing the reliability of MRTA in measuring the
ulnas and tibias of college-age women, reporting generally favorable results.”
As the Web site of the Journal of Clinical Densitometry proclaims, it “publishes
the latest clinical research on the uses of bone mass and density measurements
in medical practice.” A 2004 article compared MRTA with the two most
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commonly used measurement approaches, dual-energy x-ray absorptiometry
(DXA) and quantitative ultrasound (QUS). DXA estimates bone density,
based on the bone’s absorption of two weak x-ray beams of different energies.
Similarly, QUS uses a pair of ultrasound transducers plus computer analysis
to accomplish the same task. The study found some differences in results
between MRTA and DXA or QUS but argued that MRTA might be giving a
more direct measure of the mechanical integrity of the bone.?®

In 2005 a team including both Sara Arnaud and Charles Steele published
an article showing how MRTA was used to compare the bone strength of
athletes with nonathletes.” At the 2006 conference of the American Society
of Biomechanics, Jared Ragone and John Cotton described their research
using a computer technique called finite element simulation to model how
MRTA could measure the stiffness of a human tibia. They said that MRTA
“is less expensive and more portable than DXA, and is a direct measurement
of mechanical response, which indicates a potential for greater accuracy.”
However, when Alan L. Burshell, mentioned in the Spinoffarticle as a medi-
cal researcher exploring the potential of MRTA, collaborated with four other
researchers on a 2005 article measuring bone density, they used DXA instead.
One obvious reason was that MRTA is limited to studies of the long bones
in the arm and leg, and this particular study was designed to examine bone
density as a factor in scoliosis of the spine.?!

Steele and Arnaud, with both American and Russian colleagues, had tried
MRTA out on monkeys in connection with the Soyuz 2229 biosatellite that
had orbited for two weeks beginning 29 December 1992.%* They reported
their findings in a 2001 issue of the Journal of Medical Primatology.”> Bone
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loss in weightlessness was one of the research topics of the 8-21 March 2001
flight of the shuttle Discovery. The techniques used to measure the astronauts’
bones included not only DXA and conventional ultrasound but also a three-
dimensional method called Quantitative Computed Tomography, similar to
a CAT scan. However, MRTA was not used.** The following year, NASA
again expressed confidence that MRTA could become a valuable spinoff, but
it is difficult to argue that it has already achieved this status.®

The Mechanical Response Tissue Analyzer seems to be a technically suc-
cessful innovation that is still being evaluated but has not yet earned a secure
place either in medical research or clinical diagnosis. The history of tech-
nology is strewn with inventions like this. They work and they have certain
advantages. However, other methods can serve the same goals reasonably well
and are better established. Sometimes nothing more substantial that fashion
may decide when one is used rather than another. Sometimes an unwanted
technology languishes in obscurity for a very long time, until conditions
change and an opportunity opens up. For example, early versions of both the
harpsichord and the piano were built in Europe in the 14th century, but the
harpsichord drove hammer percussion keyboard instruments out of the musi-
cal marketplace until the early 18th century, when Bartolomeo Cristofori
is said to have “invented” the piano in the early 1700s. Cristofori’s work
was excellent, and his instruments were far more sophisticated than the ones
built four centuries earlier, but the piano rose to complete dominance over
the harpsichord more on the basis of changes in musical taste than objective
technological superiority. Then, after a century-long lapse when not a single
harpsichord was built in the entire world, this elegant instrument was revived
in the early 20th century.*

NASA’s Scientific and Technical Information Program likes to distinguish
spinoffs from successes: “A spinoff is a commercialized product that incor-
porates NASA technology or NASA ‘know how’ and benefits the public,
while a success is a NASA technology that is not available on the market but
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still yields benefits to the public.”®” In those terms, MRTA is a success but
not yet a spinoff. It has attracted a good deal of interest and is being used
in some research, but it has not been deployed widely in clinical applica-
tions. Alternatively, we could suggest a different categorization: a potential
spinoff that is being kept in our culture’s technological inventory for possible
future use.

Case 2: Balance Evaluation Systems

Before humans actually went into space, it was difficult to predict how zero
gravity would affect their sense of balance. Weightlessness was sometimes
called “free fall,” with the implication that people would feel they were fall-
ing forever, therefore gripped by terror as well as feeling totally disoriented. It
turned out, however, that many astronauts found the sensations pleasurable.
Perhaps two-thirds of astronauts experienced “space sickness” (nausea and
related symptoms) for a while before apparently adapting, but others were
not bothered at all.?*® Some part of the human sense of balance may require
gravity, but the balance sense in the inner ear senses motion or rotation from
inertia—which exists as usual in space—rather than from gravity. However
well astronauts adapt to zero gravity, when they return to Earth after a long-
duration mission, they face a second adjustment that can be quite difficult.
Naturally NASA needed to be able to measure the impact of spaceflight on
human balance, as a step toward preventing or mitigating the problem.
Spinoff 1996 described two balance evaluation systems, EquiTest and
Balance Master, developed by NeuroCom International, with NASA support.
The EquiTest system has the patient stand on a platform inside a structure
similar in size to a telephone booth but with no rear wall. Wearing a safety
harness, the patient faces forward. To provide some visual orientation, and
perhaps a degree of psychological comfort, the front and sides of the enclo-
sure are decorated with a simplified outdoor scene. During the test the plat-
form on which the person is standing will move, and the patient will react to
maintain balance. A technician stands outside the structure, using a personal
computer that records the person’s reactions. How the patient reacts to the
carefully controlled movements of the platform allows assessment of the state
of the individual’s sense of balance. Balance Master has some similarities but
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does not employ an enclosure. The patient stands on a platform and moves
his or her body. Movements of the body control the movements of a figure
on a computer screen, and the patient is supposed to move about to get the
figure to targets on the computer screen. The pictures in the NASA publica-
tion and on the company’s current Web site show different patients balancing
on one foot on the small platform. This platform does not move but senses
the changing pressures the individual exerts on it.

It is noteworthy that both devices are still being manufactured by
NeuroCom after the spinoff was publicized by NASA in 1996, and their
development dates from more than a decade earlier when the company
was founded in 1984 in Clackamas, Oregon. NeuroCom’s Web site briefly
explains the company’s history thus:

Dr. Lewis Nashner, through cooperative research programs conducted with
colleagues at a number of academic institutions, developed the concepts
and technology that are the basis for the company’s products. Computerized
Dynamic Posturography (CDP) was developed initially with grant support
from NASA to evaluate the effects of space flight on vestibular function and bal-
ance control in astronauts, and with later support from the National Institutes
of Health to study the effects of disease on balance and mobility functions.®

In 1988, Nashner received US Patent 4,738,269 (“Apparatus and method for
sensory integration and muscular coordination analysis”), which is an early
version of EquiTest. He had originally filed an application in 1982, withdrew
itas inventors often do when patent examiners raise issues or some other prob-
lem arises, and filed the successful application in 1986, two years after found-
ing NeuroCom. From 1989 through 1996, Nashner received several other
related patents: US Patent 4,830,024 (“Apparatus and method for determin-
ing the presence of vestibular perilymph fistulae and other abnormal coupling
between the air-filled middle ear and the fluid-filled inner ear”); US Patent
5,052,406 (“Apparatus and method for movement coordination analysis”);
US Patent 5,269,318 (“Apparatus and method for movement coordination
analysis”); US Patent 5,303,715 (“Apparatus and method for determining
the presence of vestibular pathology”); US Patent 5,474,087 (“Apparatus
for characterizing gait”); US Patent 5,476,103 (“Apparatus and method for
assessment and biofeedback training of leg coordination and strength skills”);
and US Patent 5,551,445 (“Apparatus and method for movement coordina-
tion analysis”).

39. See http:/fwww.onbalance.com/neurocom/about/index. aspx.
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The patent applications cite many relevant scientific articles Nashner had
published, notably three in the journal Brain Science in the late 1970s, but say
nothing about NASA support. These facts do not diminish NASA’s contribu-
tion to the development of these devices, but they demonstrate that Nashner
was a highly competent scientist, who holds three degrees from MIT. In 1965
and 1967 he earned B.S. and M.S. degrees in acronautical and astronautical
engineering, and in 1970 a doctorate in biomedical engineering and neuro-
science. In the 1970s he joined the Neurological Sciences Institute of what is
today called Oregon Health and Sciences University, serving as its chair from
1980 to 1984. Nashner’s continuing interest in astronautics is illustrated by
the fact that in 1996, with Professor Laurence R. Young, he established the
Apollo Program Prize at his alma mater, MIT, “to stimulate young people to
follow in the path of the Apollo Program.”

An Oregon business magazine reported that “NeuroCom’s initial support
came largely from Good Samaritan Hospital, which incubated the company
on-site and provided legal, accounting and payroll help.”*' In 1976, Nashner
received a Research Career Development Award from the National Institutes
of Health, followed by other NIH grants through 1985.> Nashner recently

explained to an interviewer:

I was an academic researcher funded by the National Institutes of Health and
NASA in the area of human balance and movement. My own background
has been multidisciplinary, including aeronautical engineering, biomedical
engineering and neuroscience. The research of my colleagues and I provided a
better understanding of the balance system, and through collaborative studies
with healthcare professionals led to opportunities for proving better diagnos-
tic and treatment tools to clinicians managing balance disorder patients. The
additional startup funds for the company were provided primarily by three
Phase I and two Phase II Small Business Innovation Research Grants (SBIR).%

Clearly, Nashner’s inventions were partially supported by NASA, although
also by NIH. It is clear that his work sprang from a long-established research
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program, although throughout his career some of his inspiration came from
the space program. EquiTest and Balance Master were successful machines,
although not very great contributions economically. In 2003, NeuroCom
reported earnings “between $5 million and $10 million in annual revenue.”*
However, the machines have been used extensively as research instrumenta-
tion for studying human balance. For example, researchers at the University
of Michigan and NASA’s Johnson Space Center employed EquiTest to com-
pare hypotheses about why astronauts sometimes continued to have balance
problems long after landing.

A potentially important application area for the two instruments is research
on populations whose systems of balance may be compromised by age or ill-
ness. For example, a study by Mark Redfern, Pamela Moore, and Christine
Yarsky sought to understand what kinds of flooring surfaces helped elderly
people keep their balance better.”” The researchers tested elderly research sub-
jects standing on seven different kinds of floors, using the EquiTest equip-
ment. Findings were somewhat subtle, but there seemed to be a tendency for
elderly people to keep their balance better on hard floors than soft ones. As
many people understand, elderly people are especially susceptible to falling
down, and the result can be a broken bone or even death. Of course, if they
do fall, a hard floor may cause more damage than a soft one, so one must
consider this trade-off when deciding whether to put carpeting in the home
of an elderly person. These results may seem very simple yet, if substantiated
by replication studies, could be very valuable precisely because they suggest
a scientific basis for making decisions that significantly relate to human well-
being. A literature research revealed more than two dozen articles referring
to research with NeuroCom’s instruments, in such journals as the Journal of
Vestibular Research and Aviation, Space, and Environmental Medicine.

Case 3: Anti-Shock Garment

This spinoff concerns a method to counter hypotension, when the vic-
tim’s blood pools in the legs and abdomen, by applying external pressure.
Specifically, NASA’s Ames Research Center had been aware for some years
that methods developed to keep pilots from blacking out during extreme
maneuvers might be applied to emergency response when ordinary citizens
went into shock, whether from the trauma of an accident or a medical crisis,
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and needed to be transported quickly to a hospital. Each emergency-response
ambulance could carry the anti-shock garment among its equipment, then
apply it to the lower body of someone who had gone into shock, thereby
increasing the supply of blood in the upper body. At the hospital the garment
would be removed as soon as the emergency-room team was ready to address
the fundamental problem in a more direct way.

A photograph in the Spinoff article shows a patient lying on a stretcher at
the door of an ambulance as a team of two men works over her. One is giving
her an IV as the other finishes applying the anti-shock garment. It appears to
be in four connected sections—one for the lower part of the legs, one applied
above the knees, one over the hips, and the final one on the stomach. The
Spinoff story explains that the garment is not inflatable, but the picture shows
it pressing tightly on the patient’s lower body. The text says, “In addition to
shunting blood from the patient’s legs and abdomen to the heart, lungs and
brain, the evenly and sequentially applied counter pressures help curb inter-
nal bleeding.” The story says the garment was developed and distributed by
two California companies, Zoex and Dyna Med, and that an Ames employee
named Sheri Hillenga had joined Zoex to assist with marketing the item. The
garment was called Dyna Med Anti-Shock Trousers (DMAST for short), and
Zoex obtained patents for it in 1992.

The story actually begins much earlier than that. Ordway, Adams, and
Sharpe report:

In September 1969 Mrs. Mary Phillips, a housewife and mother of two chil-
dren, was in the Stanford University Hospital bleeding uncontrollably after a
minor operation. She received 46 pints of whole blood and 64 units of plasma
in five weeks while doctors sought to control her hemorrhaging. One of the
doctors recalled that a pressure suit had once been used to control bleeding
during brain surgery at the Cleveland Clinic in Ohio. A call to NASA’s nearby
Ames Research Center produced a “g-suit,” modified to fit the small patient.
Placed on her and inflated for 10 hours, it brought the bleeding to a halt.“

The Spinoff article says Ames developed in 1971 a suit intended to control
bleeding in the joints of hemophiliac children. A NASA Web site shows a pic-
ture from that year of the anti-hemophilia g-suit, apparently a full-body pres-
sure suit.”” The picture also shows a version of the “cool suit,” a liquid-cooled
garment that could help a person survive excessively hot conditions, or chil-
dren suffering from hypohidrotic ectodermal dysplasia, an inherited disease
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among the consequences of which is a deficiency or lack of sweat glands. This
is another spinoff from Ames, cited several times by NASA over the years.*

Sheri Hillenga had been involved with the pressure suit efforts at Ames
as early as 1969 and continued to be interested in the potential of this idea
until the opportunity came to promote it further. Zoex was a small com-
pany in Palo Alto, California, headed by Roxy Rapp. To assist in their mar-
keting effort, Hillenga set up another small company named VMH Visual
Communications. A Zoex corporation exists today in Houston, Texas, but it
is a chemical company that does not appear to be related to the Palo Alto com-
pany. As of 2002, Hillenga and VMH Visual Communications had moved to
Ashland, Oregon. Dyna Med was acquired by Galls, which is a subsidiary of
Aramark Corporation, specializing in equipment for public safety and rescue
apparel and equipment. It does not currently sell anti-shock trousers.*’

Aside from the fact that DMAST is no longer on the market, there are two
questions about this spinoff. First, how much credit can the space program
claim for developing anti-shock garments? Second, how valuable are they?
Within the field of medicine, the original credit for the invention is often
assigned to George Washington Crile, who described his experiments with
a rubber suit in the 1903 book Blood-pressure in Surgery.>® Crile was a lead-
ing surgeon who won the Cartwright Prize of Columbia University for his
research on shock, and his work was widely known. The reference made by
Ordway, Adams, and Sharpe to the Cleveland Clinic speaks volumes about
the source of the idea for Ames, because Crile was a founder of that clinic.”!

When the Public Broadcasting System published Web pages for its 2002
program “Red Gold: The Epic Story of Blood,” it included Crile among just
11 “innovators and pioneers” who deserved biographies. PBS recalled: “He
devised and used clinically an ingenious ‘pressure suit’ which was capable of
restoring blood to the circulation by the application of external pressure.”>?
A 2000 article published in the student version of the British Medical Journal
said, “Crile’s design was later used in the second world war to prevent blackout
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of pilots subjected to high gravity forces. During the Vietnam war it was used
to stabilize patients with haemorrhagic shock during transportation.”*

The application for pilots may be a separate invention, usually attributed
to the Canadian Dr. Wilbur Franks, who developed the first aviation g-suit
(or anti-gravity suit) in 1941. Pilots fly in a seated position, and rapid turns
of the aircraft can therefore force the blood away from the head, causing
a pilot to lose consciousness. A cancer researcher at the Banting Institute,
Franks has an honored place in the Banting Research Foundation Hall of
Fame, which describes him as “inventor of the world’s first anti-gravity suit
for fighter pilots and the first high-speed human centrifuge, two innovations
later used in the U.S. space program.”* When the anti-shock trousers were
inducted into the Space Foundation’s Hall of Fame in 1996, the NASA press
release said they “are an adaptation of the anti-gravity flight suits originally
developed for pilots and astronauts.”® However, by that time the medical use
of such devices had a 93-year history of development.

Over the years many U.S. patents have been issued to inventors of anti-
shock trousers. Many of these require inflation, including those described
in Patent 1,608,239 granted in 1926; patent 3,933,150 in 1976; patent
4,039,039 in 1977; patent 4,270,527 in 1981; patent 4,355,632 in 1982;
and patent 5,117,812 in 1992. One claimed advantage of the spinoff trou-
sers is that they do not need to be inflated, but this was also true of the
similar devices described in Patent 4,577,622, issued to Thomas Jennings
in 1986; patent 4,848,324, issued in 1989 to Technion of Israel; and pat-
ents 5,146,932 and 5,259,397, issued to Francis McCabe in 1992 and 1993.
Frustratingly, I have been unable to find the patent issued in 1992 mentioned
in the Spinoff article, and I must assume one was applied for but not granted.

The second problem with this spinoff is that anti-shock trousers may not
really be beneficial. In their 2003 book on spinoffs, Bijlefeld and Burke have
noted that the effectiveness of anti-shock trousers has come under increas-
ing criticism.”® Writing in the U.S. Army’s Combat Casualty Care Guidelines:
Operation Desert Storm in 1991, Colonel Ronald Bellamy surveyed the rec-
ommendations of the Advanced Trauma Life Support (ATLS) course of the
American College of Surgeons and noted: “The military anti-shock trouser
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(MAST) or PASG has been deleted from Army first- and second-echelon
facilities. Therefore it is no longer a therapeutic option even though it is still
a part of ATLS.”Y

The controversy over the value of anti-shock trousers has been very com-
plicated, because there are many different conditions for which they might
be used, each perhaps requiring a different judgment. For example, in a 1997
advisory the New York State Department of Health’s Bureau of Emergency
Medical Services downgraded its evaluation, listing eleven conditions for
which the trousers may be harmful, four conditions for which they are prob-
ably at least not harmful, and only two where there is some evidence the
trousers might help, although they remain of “uncertain efficacy”—namely
“hypotension due to suspected pelvic fracture” and “severe traumatic hypo-
tension (palpable pulse, blood pressure not obtainable).” The advisory point-
edly notes that there are no conditions for which the trousers are definitely
recommended, and reports that “the role of MAST (PAST) in the prehospital
emergency medical care of adult and pediatric patients is extremely limited.”>®

In a text published in 2000, Injury Prevention and Control, Mathew
Varghese reports: “The use of PASG or MAST is not recommended any more
in the pre-hospital setting.”” He especially stresses the danger that they can
cause complications by restricting the patient’s breathing if used over the abdo-
men; by cutting off the blood supply, thereby causing tissues to die; and by
potentially damaging nerves and blood vessels. It is still possible to buy anti-
shock trousers, and three different makes are advertised in supply catalogs for
emergency response teams—inflatable models from David Clark, Armstrong
Medical, and Life Support Products.®” However, there is no evidence that the
anti-shock trousers described in the 1996 spinoff are available; nor are any of
the other noninflatable competitors that were patented. Inflated trousers may
take longer to apply, but they adjust better to the contours of the body, take
up less space in a crowded ambulance, and had achieved a solid position in
the marketplace, from which it might have been difhicult to dislodge them.
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Case 4: Heart Pacemaker Technology

A rather more promising spinoff in Spinoff 1996 is the “programmable
pacemaker” for patients with slow or erratic heart rhythms. Over the years
NASA has often publicized some of its connections to the development of
heart pacemakers and the related technology of implantable defibrillators.
The 1996 Spinoff article mentions several such connections but emphasizes
recent developments by one company: “Introduced in 1995 by Pacesetter
Systems, Inc., Sylmar, California, the Trilogy family of pacing systems repre-
sents a fourth generation advancement of the programmable unit first devel-
oped in the 1970s by NASA, Johns Hopkins Applied Physics Laboratory
and Pacesetter Systems.” Rather than focus narrowly on one example, here
I consider the wider issue of a series of influences over the years. A range of
people suffer from bradycardia, a heartbeat that is too slow, some of them in
otherwise reasonably good health. Therefore, it makes sense to use artificial
means to speed up their heart beat, and each year hundreds of thousands of
Americans receive pacemakers to do this job. Thus the benefit to human sur-
vival and the quality of life is enormous.

A pacemaker works by stimulating the heart with a small electronic pulse,
applied in just the right location. The original pacemakers emitted a constant,
predetermined rate of pulses. However, this rate might be too fast or too
slow for some patients, so the development of implantable pacemakers that
could be programmed at a distance, without surgery, was a considerable step
forward. Chemical batteries run down over time, so the ability to determine
the condition of the battery, or to recharge it without removal, could reduce
the need for further surgery. Ideally, a pacemaker should monitor the heart
and adjust to the owner’s changing needs. Research in this direction led to
the possibility of an implantable defibrillator for patients whose hearts might
unexpectedly beat too fast or in an uncoordinated manner that fails to pump
the blood properly (called ventricular tachycardia or ventricular fibrillation).
A brief historical survey is needed to identify the various points at which
NASA may have had a positive input.

A recent history of pacemakers by Kirk Jeffrey traces the development of
scientific knowledge about the heart, early experiments with pacemakers in
the 1920s and 1930s, to Paul M. Zoll's demonstration of a medically suc-
cessful pacemaker in 1952 at Beth Israel Hospital in Boston.®! The device
was hospital equipment for emergency use, external to the patient and using
a substantial voltage because the electrodes were not placed inside the body,
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available commercially from 1954. A team at the University of Wisconsin
led by C. Walton Lillehei, a pioneer in the field of open-heart surgery, first
tried placing an electrode in the heart itself in 1957, initially using 110 volts.
Seeking safer, low-voltage equipment, Lillehei commissioned Earl Bakken, an
engineer and owner of a small company called Medtronic, who quickly cre-
ated a battery-powered, transistorized pacemaker. Released commercially in
1958, Bakken’s pacemaker was external to the human body but connected to
internal electrodes and portable. By 1960 pacemakers were being widely used
to sustain patients with chronic problems rather than only temporarily during
surgery and the recovery period. Recognizing that long-term users could not
easily tolerate wires through the skin to external equipment, a Swedish group
created a fully implantable pacemaker in 1958; and by the end of 1960, eight
different research groups had developed them.

The most important of the other groups was the partnership of surgeon
William C. Chardack with electrical engineer Wilson Greatbatch. The two
worked in simultaneous competition with Lillehei and Bakken and claimed
the first “clinically successful” pacemaker implantation on 6 June 1960, con-
sidering the Swedish work to have been experimental and useless for patients.®
On 22 July 1960, Greatbatch filed a patent application for a “medical cardiac
pacemaker,” acknowledging Lillehei’s work, and he received Patent 3,057,356
on 9 October 1962. Beginning in 1960, Greatbatch and Chardack teamed up
with Lillehei and Bakken to have Medtronic produce pacemakers based on
Greatbatch-Chardack designs. By 1965 the technology was widely accepted,
and Medtronic dominated the market for a decade.®

Greatbatch is often described as “the inventor of the implantable cardiac
pacemaker,” and he clearly played a key role—from his independent experi-
ments with prototypes before collaborating with Chardack to his tireless
work to improve pacemaker batteries after leaving Medtronic.* However, the
idea that a complex device like the cardiac pacemaker had a single inventor
promulgates false notions of how technological progress works. The National
Academy of Engineering awarded its 2001 Russ Prize to “Earl E. Bakken
and Wilson Greatbatch for their independent development of the implant-
able cardiac pacemaker.”® A large number of other people also contributed,
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including Lillehei and Chardack, who were not eligible for the award because
they were not engineers. Electrical engineers conceptualize a pacemaker as an
electronic device that generates stimulation pulses, but the pulse generator is
really only part of an entire system that includes the electrodes, the surgical
techniques for implantation, and the medical knowledge of where to stimu-
late the heart in what way and when. Early electrodes tended to break from
metal fatigue, and their contact with the heart tended to degrade. The first
durable electrodes were developed by Chardack, not by Greatbatch, described
in Chardack’s Patents 3,198,195; 3,216,424; and 3,348,548. Much subse-
quent development work by many people was required to make pacemakers
programmable, adaptive, and capable of handling problems other than bra-
dycardia or heart block.

Granting Greatbatch’s significance, he represents the first plausible influ-
ence of the space program on pacemaker development. While a student at
Cornell, he had gotten a job building electronic equipment to monitor ani-
mals’ heart rate and blood pressure, but what really got him interested in
biomedical electronics was building amplifiers for monitoring animals’ vital
signs on suborbital test flights. He also was involved with building amplifiers
for a predecessor of the Arecibo radio telescope.®® Although these were con-
ceptually related to space exploration, Greatbatch did not work for NASA.
He refers to the Little Joe launches, but they did not come until after he had
begun collaborating with Chardack. Also, he says the work he did supporting
suborbital flights was for the Air Force, and Arecibo was a DARPA-NSF proj-
ect. In early 1958, when Greatbatch’s collaboration with Chardack began,
Greatbatch used to call his experimental devices “Tikniks,” in honor of the
Russian Sputniks that had been launched over the previous several months.®”
Late in his life, Greatbatch became an advocate for economic development of
the Moon, based on harvesting Helium-3 for use as a fuel in fusion reactors
to solve the Earth’s energy crisis.®®

Greatbatch has clearly been inspired by space exploration but not through
working with NASA, because NASA was only just being founded while he
was working on his first pacemakers. Today, the head of Medtronic’s pace-
maker division is Stephen Mahle, who came to the company in 1972 from
NASA’s Manned Spacecraft Center in Houston and who negotiated agree-
ments to use Greatbatch’s lithium batteries when the latter left Medtronic.®
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The cases of Greatbatch and Mahle illustrate two of the mechanisms for tech-
nology transfer other than spinoffs. First, a receptive and talented person out-
side NASA can be inspired by its vision and accomplishments to undertake
achievements in related areas. Second, an individual who works with NASA,
or indirectly for a contractor or other NASA partner, and who moves on to
a new job takes along experience and expertise of a general kind that may
be quite valuable for technological innovation, quite apart from any specific
invention NASA may have supported.

Having described the early history of pacemakers, we can now place the
1996 Spinoff story about programmable pacemakers in context. The story
actually appears in three earlier issues as well—those for 1980, 1981, and
1990. Although Medtronic dominated the field in the early days, it did face
some competition, including that from Pacesetter Systems. An obvious factor
that limited the performance of implanted pacemakers was that precisely
because they were enclosed within the human body, the physician could nei-
ther make adjustments nor check the battery. Often, patients suffered pace-
maker replacement surgery simply because there was no good way to tell
how much life the battery still had. Thus two-way communication with the
pacemaker, including the ability to program its performance, would be an
obvious advantage.

The first programmable heart pacemaker was manufactured by General
Electric in 1961, and as is often the case for first-generation innovations, it
was rather crude. The pacemaker included a magnetically operated switch
that set the heart’s beat rate at either 70 or 100 per minute, with the hope
that the user himself could select the low rate for rest and the high rate for
activity by moving a magnetic wand over his skin in a particular way. A more
elaborate magnetically programmed model was marketed by Medtronic in
1972, but it also merely selected the speed.”” Both involved using a magnet
to physically move a component of the pacemaker, rather than being fully
electronic, but Medtronic introduced a radio-control method in 1973.

The particular commercial product cited by the 1980 Spinoff story was
called Programalith. Over the years new models were introduced—Synchrony
and Trilogy—and Pacesetter Systems kept in contact with NASA, presumably
for two reasons. First, it probably did find continuing inspiration in NASA
work in telemetry and related technologies, even though the direct spinoff
occurred in the late 1970s when pacemaker technology was still immature.
Second, the company and the Agency could take pride in their informal rela-

tionship, generating publicity like the Spinoff stories that benefited NASA
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public relations and giving the company some added prestige with the medi-
cal profession.

Another potential benefit is more subtle and conjectural but interesting
because it could apply to many other NASA spinoff technologies. In a com-
petitive, high-technology market, there are pressures on each company to
go in two opposite technical directions. As sociologists Paul DiMaggio and
Walter Powell have influentially argued, there are strong pressures on com-
petitors in a well-defined market to become more similar to each other than
is technically necessary.”! DiMaggio and Powell note that government or pro-
fessional standards of quality could do this. In the case of pacemakers, there
was an added factor in that patients, doctors, and health insurance plans con-
stantly change—for example, patients moving to different cities or switching
their health insurance plans. This means that as cardiologists and heart pacing
specialists gain new patients these new patients will have different models of
pacemakers from different manufacturers. As a profession, cardiologists may
become resistant to a proliferation of models that they would understand less
well. Although factors like this undoubtedly operate, Kirk Jeffrey has noted
that pacemakers have not become uniform, commodity products for which
low cost (given reliability) becomes the key market factor, but manufactur-
ers have continued to innovate.” In its need to innovate, Pacesetter Systems
required not only better products but different ones as well.

Depending on the industry, a significant fraction of earnings can come
from license fees for patents. It can be difficult for a company to make a
profit, if it must pay multiple heavy fees to other companies for the use of
their patents. An innovative company may not be able to do business without
paying some patent licensing fees, but if it has its own patents as well, it can
trade licenses with the other companies. A current area of practical and schol-
arly debate concerns patent thickets. These are situations in which a given new
technology must use several patents held by different firms, and economic
or regulatory barriers to sharing patents prevent the technology from being
developed. A traditional solution was patent pools—the major firms agreeing
to cross-license all the relevant patents, perhaps charging fees only for compa-
nies that did not contribute significantly to the pool. However, in recent years
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the U.S. federal government has tended to treat patent pools as monopolistic
practices, thus banning them.”

By innovating, an organization like Pacesetter not only could produce a
better pacemaker but would also put itself in a better competitive position,
for three reasons. First, as just noted, it would have patents to cross-license
with other firms, so long as this did not lead to an illegal patent pool. Second,
it would have sales advantages in competition with those of other compa-
nies that offered different innovations. In such cases, unfortunately, patients
might need to wait until the patents expire to get pacemakers that combine
all the beneficial innovations. Third, some of its patents would concern other
ways of accomplishing the same benefits as patents held by the other com-
panies. Often there is more than one route to a common goal. For example,
there are at least two ways to avoid having to remove pacemakers often to
change the batteries. One is simply longer-lasting batteries, perhaps coupled
with telemetry to assess how much charge remains on it as it ages. The other
is rechargeable batteries, which sound like a great idea but have problems of
their own, including the frequent need for costly recharging; they also require
replacement at some time.

What exactly was the programmable pacemaker a spinoff of? In NASA’s
Spinoff database the 1980 story says it “incorporated Apollo technology,”
whereas the 1981 story said it “originat[ed] from spacecraft electrical power
systems technology.” The 1990 story referred to “bidirectional telemetry
developed for communication between earth stations and orbiting satellites.”
The 1996 story explained that Pacesetter drew on different aspects of space
technology for three different aspects of pacemakers: rechargeable long-life
batteries, perhaps inspired by spacecraft power systems; single-chip inte-
grated circuits, supposedly developed for microminiaturization of spacecraft
components; and programmability derived from NASA’s two-way telemetry
with satellites. Rechargeable batteries were not very much better than the
best batteries that could not be recharged, at least in their early years. But
they were valuable for Pacesetter because industry leader Medtronic had put
so much emphasis on developing the very best nonrechargeable batteries,
under Greatbatch’s influence. Thus rechargeability was a strategy for com-
peting with Medtronic, as much as it was an innovation that gives patients
better service.
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The other technology—improvements of integrated circuit technology—
is a vast field to which NASA undoubtedly contributed greatly and that
deserves much more extensive treatment than I can provide in this chapter.
However, as I address later in connection with the Optacon device, often sev-
eral government agencies also made substantial contributions. So single-chip
devices are probably not a narrowly defined spinoff but a broad area of prog-
ress where NASA’s contribution, which is very significant, is difficult to sepa-
rate out from those of other contributors, such as the Defense Department,
computer manufacturers, and the chip makers themselves. Programmability
is connected to rechargeability in at least two ways. First, both require some
method for exchanging energy to and from the implanted pacemaker, thus
potentially building on some of the same expertise. Second, programmabil-
ity potentially places greater demands on the battery, especially if it involves
extensive two-way communications. One could power programming and
telemetry separately from the batteries that stimulate the heart—for example,
through induction from the external programming device. But the fact that
Pacesetter combined rechargeability with programmability emphasizes their
technological connection.

In addition to citing Pacesetter Systems, the 1996 Spinoff story refers to
work done in the 1970s at the Johns Hopkins Applied Physics Laboratory. A
key person in that effort was Robert E. Fischell, who joined the laboratory in
1959.74 His curriculum vitae lists: “Pacesetter Systems, Inc., Founder, Patent
Licensor, Director from 1969 to 1986.”7 In the early 1960s he did work for
the U.S. Navy’s navigation satellite program that led to later NASA connec-
tions and to his work with heart pacemakers. In a 1998 autobiographical arti-
cle, Fischell himself attributes his pacemaker work to his experience helping
to develop the Navy’s Transit satellite, not to his NASA work.” Dating from
1960, Transit was a system of satellites in low polar orbit, the first operational
satellite navigation system and thus the precursor to the tremendously impor-
tant Global Positioning System. Fischell’s article explicitly underscores the
importance of Transit as the source of the three advances he later claimed for
his pacemakers: telemetry, power system, and microminiaturization. He spe-
cifically credits NASA with supporting later work that led to two distinct but
technically related developments—a programmable implantable medication

74. Ron Perea, interview with Robert E. Fischell, 16 October 1993, DukEngineer, http://
wwuw.pratt.duke.edu/news/?id=354.
75. See http:/fwww.psychoceramic.com/Fischell. htm.

76. Robert E. Fischell, “Applications of Transit Satellite Technology to Biomedical Devices,”
Johns Hopkins APL Digest 19, no. 1 (1998): 60-62.
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system for insulin delivery and an implantable heart defibrillator, both of
which NASA has counted as separate spinoffs.””

Fischell’s early work on Transit exploited magnetism in a number of differ-
ent ways to control and measure the rotation of an orbiting satellite. In 1963
and 1964, for example, he received Patents 3,104,080 (“energy absorption
mechanism”); 3,114,518 (“magnetic despin mechanism”); and 3,118,637
(“magnetic attitude control”). Two other patents issued in 1969 and 1970
did not exploit magnetic phenomena: 3,424,907 (“satellite attitude detec-
tion system including cosine and spinstate detectors”), based on solar cells
that located the sun; and 3,489,203 (“controlled heat pipe”), for managing
heat produced by a satellite’s electronics. Another set of patents issued from
1971 to 1974 again employed magnetism: 3,611,815 (“frictionless gyro-
scope”), based on magnetic bearings; 3,767,139 (“spacecraft spin stabilization
system”), based on a flywheel that would need the magnetic bearings; and
3,785,595 (“system for sensing and compensating for the disturbance forces
on a spacecraft”), inertial guidance using magnetism to levitate a mass. All
these patents were assigned to the U.S. Navy. With Richard T. Ellis, Fischell
also got Patent 3,489,372 (“satellite spin control system”) in 1970, again
assigned to the U.S. Navy and exploiting Earth’s magnetic field. The applica-
tion for his 1973 Patent 3,767,139 on the same topic says the earlier method
was “utilized, for example, on the AE-B and DME-A satellites launched by
NASA.” Thus NASA was involved in these early efforts, but the Navy was the
driver.

According to a very brief biography in MIT’s “Inventor of the Week”
archive and a University of Maryland alumni newsletter, Fischell first started
thinking about pacemakers when he happened to see a notice in an academic
journal about a pacemaker battery with a life of two years, presumably one of
Greatbatch’s creations.”® Thus the first of his innovations in the field would
be a system for recharging the batteries of implanted devices. In 1975 he got
two patents based on charging by means of magnetic induction: 3,867,950
(“fixed rate rechargeable cardiac pacemaker”) and 3,888,260 (“rechargeable
demand inhibited cardiac pacer and tissue stimulator”). Both were assigned
to Johns Hopkins University, and neither patent application referred to either
the Navy or NASA.

77. “A Boon for the Diabetic (Insulin Pump),” Spinoff 1987, p. 76; and “Implantable Heart
Aid,” Spinoff 1984, p. 60.

78. “Inventor of the Week Archive,” hetp:/fweb.mit.edulinventliow/fischell. hrml; “On Alumnus
Dr. Robert E. Fischell,” 7he Photon: Spotlight, University of Maryland, physics research
alumni newsletter, April 2000.
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In 1979, Fischell received patent 4,275,739 (“charge control switch
responsive to cell casing deflection”) on behalf of the university, but the appli-
cation included this notice: “The invention described herein was made in the
performance of work under a NASA 5-23732 contract and is subject to the
provisions of Section 305 of the National Aeronautics and Space Act of 1958,
Public Law 85-568 (72 Stat. 435; 42 U.S.C. 2457).” This invention linked
telemetry with battery charging, because it concerned a small sensor that
would detect the pressure on a battery casing when it was completely charged.
Such a system could be useful for satellites—for example, if they used solar
power to charge storage batteries and needed to know when they were fully
charged. When Fischell filed the patent application for his implanted drug-
delivery system in 1979 (issued as Patent 4,373,527 in 1983), he made it
programmable but did not cite NASA. In 1983, Arthur E Hogrefe and Wade
E. Radford filed for a patent—4,561,443 (“coherent inductive communica-
tions link for biomedical applications”)—that involved telemetry and cited
support from NASA under contract NDPR §-63983B. In 1985, Hogrefe and
Radford obtained the patent for Johns Hopkins. Clearly, NASA was funding
some of the work, even if it had not provided the original inspiration.

What appears to be a simple yet important spinoff, a “Programmable
Pacemaker,” turns out to be a complex story, with NASA providing some
inspiration to at least a few leaders in the field and supporting research that
contributed to improved pacemakers. However, other agencies contributed
at least as much, and the medical community deserves a huge portion of the
credit. Kirk Jeffrey’s historical study cites Greatbatch frequently but argues
that the electrical engineers have been given too much credit. To elaborate his
argument slightly, we can consider the vagueness of the line between science
and technology and the tendency of observers to hold a simplistic theory that
progress consists of a series of patentable “inventions.”

An electrical engineer would tend to conceptualize heart pacemaking in
terms of an electronic device that needed to be invented by an electrical engi-
neer. That is the concept behind the 2001 Russ Prize awarded to Bakken
and Greatbatch. However, that device could never work until physicians and
medical researchers had begun to specify when the heart should be stimu-
lated, where, and how much. The heart surgeons and the electrical engineers
collaborated, and then the annals of electrical engineering gave the credit
to the electrical engineers. Pacemaking is really a system of many compo-
nents, including the knowledge of the heart’s complex response to electrical
stimulation, the surgical procedures, proper designs for electrode leads that
would neither break nor corrode, and finally the device that produced the
electrical stimulation.
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It is an odd fact of the history of science and technology that Western
society has come to recognize the intellectual property of engineers but not
that of scientists. An author or publisher can copyright a book, but doing
so protects only its particular expression of ideas, not the ideas themselves.
Patents protect ideas, if for a limited period of time. It might be said that sci-
entists merely discover properties of nature, and nature cannot be patented.
However, our society considers the ownership of land to be quite acceptable,
and land is a part of nature. Economic or political historians may be able to
tell us why this odd state of affairs came to be. If the U.S. patent system is
merely a practical expedient that serves our economy by encouraging practi-
cal innovation, then one unhelpful consequence is that the system reinforces
the partially false notion that inventions are isolated moments of innovation
that exist apart from their human and technical environment.

In the case of programmable heart pacemakers, a vast army of individuals
contributed a library full of ideas, some more important than others. NASA’s
direct contribution would seem to be relatively minor, providing some inspi-
ration and support for one of the competitors in the market, but having only
a small influence on the origins of pacemaker technology in general. The
Spinoff 1996 article correctly describes the spinoff as a set of improvements
rather than the fundamental invention of pacemakers, but the public may
not be attentive to such niceties. They may also not be clear that the case
was one of diffusion of general technical ideas, and the involvement of one
person (Fischell) who directly linked NASA with pacemakers, rather than an
invention completed within NASA’s research facilities and then transferred
to a medical application. Thus one could debate whether the pacemaker is a

spinoff at all.

Case 5: Cardiac Monitor

The accelerations of liftoff and reentry and the weightlessness experienced
between these stressful events place the human heart under unusual condi-
tions. Therefore, both for research purposes and to monitor the well-being
of astronauts during their demanding missions, it is useful to be able to
monitor the heart. Spinoff 1996 reports the NASA-supported development
of the impedance cardiograph. This is not the same thing as the familiar elec-
trocardiograph, which measures the electrical activity of the heart itself as it
beats. Rather, the aim is to estimate the volume of blood pumped through
the heart, the so-called cardiac output. Impedance is the effective electrical
resistance of an object in response to alternating current of a given frequency,
and the pulsing flow of blood causes the impedance of the human thorax
to vary. Impedance cardiography can be conceptualized as a special case of
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plethysmography, measuring the changing volume of a part of the body, usu-
ally as blood volume changes. Spinoff 1996 explains that NASA’s interest
came quite early in the space program:

In 1965, Johnson Space Center contracted with the University of Minnesota
to explore the then-known but little-developed concept of impedance car-
diography (ICG) as a means of astronaut monitoring. A five-year program
led to the development of the Minnesota Impedance Cardiograph (MIC),
an electronic system for measuring impedance changes across the thorax that
would be reflective of cardiac function and blood flow from the heart’s left

ventricle into the aorta.””

The Spinoff database says that the work came out of Project Mercury, and
indeed the hearts of Mercury astronauts were constantly monitored; but this
was done by means of a conventional if miniaturized electrocardiograph,
which could not measure the flow of blood directly, only the electrical signals
generated by the heart as the muscle pumps. There are many ways to infer
blood flow, but standard medical methods are extremely intrusive, involv-
ing catheterization and monitoring the dilution of a dye or actually heating
the blood to use temperature differential to trace the flow in what is called
thermodilution. Having experienced a similar dye procedure myself, I know it
requires extensive equipment, trained staff, and can be done only for a short
period of time. Thus it is totally unsuited for use on an astronaut during
flight. Impedance cardiography is nonintrusive, involving a very slight elec-
tric current administered between electrodes on the surface of the skin. The
challenge is that the data collected must be interpreted in terms of a complex
mathematical model of the impedance of the human body, and thus develop-
ment of the technology was far from simple.

Aswas the case for heart pacemakers, research in this area began long before
a workable system could be built, at least as early as the 1940s. However, the
point at which developments really took off does seem to have been 1965,
when NASA began supporting the Minnesota work. The team was highly
interdisciplinary. William G. Kubicek, often mentioned most prominently in
scientific publications on the topic, was a professor of physical medicine and
rehabilitation at the University of Minnesota, with a history of inventions
employing pneumatic or hemostatic pressure. He was coinventor of a system
to supply properly humidified air to patients who had received tracheotomies
or comparable procedures, receiving patent 2,584,450 way back in 1952.
Like the others mentioned here, the patent was assigned to the University of

79. Spinoff 1996, “Cardiac Monitor,” p. 51.
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Minnesota. In 1962 he received patent 3,050,050 for an “alternating pressure
seat” for paraplegics that would avoid constantly pressing on the same spot,
and patent 3,059,635 for a “respirator collar” for iron lungs.

In 1964, Kubicek and three colleagues filed a patent application for an
“impedance plethysmograph,” receiving patent 3,340,867 in 1967. This was
clearly the predecessor of the impedance cardiograph. The patent application
included a diagram of a transistorized electrical circuit, a diagram showing
four beltlike electrodes applied to a patient (two around the neck and two
around the abdomen), and two diagrams analyzing the structure and dynam-
ics of the human torso. The very second sentence of the application states
clearly: “The invention is particularly useful in determining cardiac output.”
The coinventors constituted all three other prominent members of the team
that would develop the impedance cardiograph: Edwin Kinnen, Robert P.
Patterson, and David A. Witsoe. Someone with a naive understanding of pat-
ents would conclude, from reading the application for patent 3,340,867, that
the team had already invented the impedance cardiograph in 1964, a year
before NASA provided support. However, a device for measuring the chang-
ing impedance of the human body is not yet a system for measuring blood
flow. There must be a reasonably accurate mathematical model that trans-
lates the indicator (variations in impedance) into the real variable it indicates
(blood flow), and the math must ultimately rest on empirical calibrations.
Robert Patterson recalls that support from NASA was vital to his endeavors,
stating that “starting in 1965, our laboratory performed an extensive series
of animal experiments using dogs instrumented with electromagnetic flow
meters on the pulmonary artery and aorta, and with catheters placed in the
aorta and various heart chambers.”® A key publication, still widely cited, is
the team’s extensive 1969 report from NASA Contract 101965.%!

An indicator of continuing NASA interest is the fact that Patent
3,957,037 for a “readout electrode assembly for measuring biological imped-
ance” was issued to NASA Administrator James Fletcher in 1976 on behalf
of the Agency. Spinoff 1996 says that the first operational use of impedance
cardiography was during the STS-8 Space Shuttle flight in 1983. A 2004

80. R. P Patterson, “Fundamentals of Impedance Cardiography,” IEEE Engineering in
Medicine and Biology Magazine 8, no. 1 (1989): 35-38, esp. p. 36.

81. W. G. Kubicek, D. A. Witsoe, R. P. Patterson, and A. H. L. From, eds., Development and
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report in NASA Tech Briefs about software to measure human physiologi-
cal data included two channels of impedance cardiographic data as a matter
of course.®

Around 1970, the results of this method were highly controversial, per-
haps in part because exaggerated claims had been made for impedance mea-
surements in earlier decades, but gradually a considerable scientific literature
developed calibrating impedance methods against others and demonstrating
its potential reliability.®® In the cases of the bone density analyzer and bal-
ance evaluation system described earlier, the scientific literature supports their
value, but neither has been the subject of very many studies. The situation
with impedance cardiography is quite different. I found a huge literature,
even overwhelming in its volume. This measurement approach is clearly very
significant, both clinically and in terms of fundamental scientific research.
One reason why there are so many publications is because the method is not
straightforward but must infer blood flow from its electrical measurements,
so there is huge scope for studies to evaluate and improve the performance of
the technology. The subject is international in scope, with researchers active
today not only in the United States but in nations as diverse as India, Israel,
Italy, and the Netherlands.®

Impedance cardiographs based on the original Minnesota Impedance
Cardiograph concept are being manufactured by a number of companies.
Bio-Impedance Technology, a small company in Chapel Hill, North Carolina,
makes them.® The BioZ line of impedance cardiographs is manufactured by
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CardioDynamics of San Diego, California, which had net sales of $30.4 mil-
lion in FY 2006.% Brochures for the Minnesota-based Visamed company
explicitly say their AcQtrac System is based on the work supported by NASA
beginning in 1965.%

In 1995, Jaakko Malmivuo and Robert Plonsey summarized a consid-
erable body of research on the accuracy of impedance cardiography, con-
cluding that it is a harmless, easy way to measure the blood pumped by the
hearts of normal individuals under normal conditions. They cautioned that
the accuracy declined considerably when dealing with some heart diseases
or when a normal person was under the influence of drugs, was breathing
in an unusual manner, or suffering oxygen deficiency (hypoxia).®® In 2004,
CIGNA HealthCare reviewed impedance cardiography with the hope that its
lower costs and noninvasive methods could allow it to replace conventional
methods. However, the company concluded: “CIGNA HealthCare does not
cover electrical bioimpedance for the measurement of cardiac output because
such measurement is considered experimental, investigational or unproven.”
Thus the success of this particular NASA spinoff is significant but incomplete.

Case 6: Telemedicine Program

The sixth medical example published in Spinoff 1996 concerns a very specific
example of telemedicine that represents much greater possibilities than the
case itself. From the earliest days of the human space program, NASA needed
to be able to monitor astronauts’ conditions at a distance and prescribe reme-
dial action when any problems arose. Already during the Mercury missions,
telemetry had given physicians on the ground information about the astro-
naut’s blood pressure, heart rate, and body temperature.”

Spinoff 1996 defines relemedicine as “the interactive transmission of medi-
cal images and data to provide better health care for people in remote or
‘medically underserved’ locations.” This is actually a very narrow definition
that describes NASA’s own original needs and some of the earliest applications
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outside the space program. But it falls far short of expressing the full potential
of the technology. The particular example cited in Spinoff 1996 concerned a
cooperative effort begun the previous year to offer telemedicine in the under-
served South Texas area, involving the University of Texas Health Sciences
Center at San Antonio (UTHSCSA), South Texas Hospital in Harlingen, the
Texas Department of Health, participating communities, VTEL Corporation
in San Antonio, the telecommunications company Sprint, and Healthcare
Open Systems and Trials (HOST) Consortium in Washington, DC. NASA
provided expertise plus one-third of the first year’s funding. Of great concern
to health care researchers and practitioners was the lack of specialized care for
children suffering from cancer, because their cases are sufficiently rare that
low-population areas cannot afford local expertise to treat them. The program
also addressed the increasing rates of tuberculosis in the area. The chief tech-
nology employed in this demonstration project was teleconferencing, includ-
ing distance-learning classes and long-distance professional consultations.

This was far from the first NASA-supported demonstration of telemedi-
cine in a real-world context. In fact, the first had taken place a quarter cen-
tury earlier with the launch of the Applications Technology Satellite ATS-1
in 1971. Satellite communications equipment was set up in 26 villages in
Alaska, and a pilot study was carried out using ATS-1 for radio communica-
tions. Paramedical personnel in the villages, who had been trained by the
Public Health Service, received advice from doctors. The project supported
not only advice-giving about the cases of particular patients but also educa-
tion. The University of Washington provided a genetics course to medical stu-
dents at the University of Alaska, and 22 nurses at remote locations received
a class in coronary care.’!

More extensive pilot efforts were carried out using the ATS-6 satellite,
which was launched in 1974. In addition to carrying out a variety of scientific
observations and televising curriculum to Rocky Mountain schoolchildren,
ATS-6 expanded the Alaskan telemedicine experiments. Where ATS-1 had
provided a single audio circuit, which did not even permit the two parties
to speak at the same time, ATS-6 provided high-quality video with multiple
audio channels that could also carry data. The telemedicine experiments were
remarkably farsighted, addressing most of the major issues for an operational
system in areas where research continues even today. In addition to talk and
pictures, ATS-6 could simultaneously transmit a patient’s pulse and electro-
cardiogram data. The data could be entered into the patient’s data file in a

91. Albert Feiner, “Health Care and Education: On the Threshold of Space,” Science 186, no.
4170 (1974): 1178-1186.
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computer. To protect privacy, voice and audio could be scrambled.”” ATS-6
was the last of the series, and Congress cancelled plans for further experiments
in these directions.” This was not the end of telemedicine in Alaska, however.
Efforts very much like the NASA-supported experiments of the early 1970s
have continued until the present day, becoming progressively more opera-
tional and less experimental. In 1994 the University of Alaska launched a
new Alaska Telemedicine Project, explicitly based on the ATS-1 and ATS-6
experiences. By the year 2000 the project was cooperating with the Arctic
Council, working with representatives from Canada, Denmark (Greenland),
Finland, Iceland, Norway, Russia, and Sweden. Satellite communications are
an essential technology for telemedicine in the arctic, and the 2000 report of
the project uses the word satellite 18 times.”*

Similar telemedicine activities in Texas have continued over the decade
following Spinoff 1996. The University of Texas Medical Branch in Galveston
set up a Telehealth Center in 1998.” By the year 2000 the Center for
Telemedicine at Texas Tech University had taken on a special responsibility
for the state’s widely dispersed prison population.” In 2005 the Texas legisla-
ture mandated a study to examine how the use of telemedicine for Medicaid
patients could be facilitated.” The nature of telemedicine has evolved,
and new technologies are constantly being introduced. For example, the
University of Texas Health Sciences Center at San Antonio, which took the
lead in the experiments described in Spinoff 1996, now offers to all the world
a major Web-based digital library of streaming videos devoted to medical
education called the South Texas Regional Family Medicine Grand Rounds
Virtual Video Library.”®

NASA’s involvement has changed as well. In the year 2000, NASA signed
a memorandum of understanding with the National Cancer Institute to share
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research on biomedical sensors. As NASA Administrator Daniel S. Goldin
and his coauthors on a Science article explained:

The NCTs need is for technologies that can couple minimally invasive sensing
and signaling of early molecular signs of cancer in patients and that will have
the capability for controlled and monitored intervention. NASA’s require-
ments are for monitoring and maintaining the spacecraft environment, remote
sensing of life on distant planets, and for diagnosis and treatment of injury
and emerging disease in astronauts during long-duration space missions.”

Early detection is the key to curing cancer, and the hope is that it will be
possible to detect cancers long before they would show up in x-rays or by
touch during physical exams. Indeed, there is hope to identify precancerous
cells that can be treated immediately. Thus the NASA-NCI collaboration fits
in with the NCI’s hope to prevent cancers; it also serves NASA’s distinc-
tive but overlapping purposes.'” Ideally this would mean not waiting for the
patient to visit the doctor’s office but using some kind of simple equipment
at home that could transmit data to the doctor over the Internet. Indeed, that
is the new model of telemedicine we are gradually moving toward: patient-
centered, prevention-oriented relehealth.'"!

Already today, citizens get much of their health and medical informa-
tion over the Web. Increasingly, doctors and nurses carry tablets and smart
phones. When Spinoff 1996 was published, experiments were already in prog-
ress to give visiting nurses devices that were wirelessly connected to their
organization’s home office.'” Especially in cases of chronic illness, the elderly,
and postoperative care, constant electronic communication with the patient
at home can be a great advantage.'” In a book chapter describing the Texas
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Telemedicine Project, Jane Preston notes that the problems of health-care
delivery are not limited to rural populations:

In the United States, increasing numbers of rural hospitals are closing....
The cost of medical care steadily rises. The gaps are spreading between the
quality of care in urban state-of-the-art medical centers and the quality of
and access to health care in the remainder of the country. Indeed, the picture
is stark in rural communities, but it is equally bleak in urban areas where
access is blocked by prisons walls, traffic, enclaves of poverty and ignorance. In
short, our country does not provide quality health care equally to all citizens.

Delivery of medical services is at crisis level.!”*

This paragraph is ambivalent. While asserting the value of telemedicine for
patients who live in remote areas, it recognizes that the health and medical
needs of many other people are not being met either. The trade-offs in pro-
viding benefits to some people at the cost of denying them to other people
made the cost of widespread telemedicine prohibitive for many years. Pamela
Whitten has argued that early telemedicine projects were all terminated after
initial experiments and demonstrations because the computing and commu-
nications infrastructures were not really in place yet.'” Except for some rural
areas, the Internet is now ubiquitous in the United States, and increasing
numbers of users have access to the wide-bandwidth connections needed for
two-way video conferencing. Internet primarily relies on optical fiber cables
and to a lesser extent on land-based microwave links and satellite commu-
nications. Thus NASA was a pioneer with ATS-1 and ATS-6 but may have
a diminished role to play in the communications side of telemedicine today.

A major innovation is not merely technical but also social. For exam-
ple, telemedicine spans governmental boundaries, raising serious questions
about which jurisdictions will regulate medical practice. In the late 1990s
the American Journal of Nursing carried several articles on the question. As
Connie Helmlinger and Kathy Milholland asked in 1997: “In which state
does a nurse need to be licensed when providing telehealth services to patients
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in another state?”' A widely discussed answer was that nursing and other
medical professions would need to consider multistate licensure or some
other form of regulation that was not tied to a particular geographic area.'”
Changing over to a new system that involved unprecedentedly large geo-
graphic areas would naturally require a good deal of negotiation. Regulation
is not the only issue; and in the chaotic health-care system of the United
States, the issue of who pays for what may be more important. Any govern-
ment health-care program or geographically widespread health maintenance
organization will undoubtedly employ telecommunications to an increasing
extent, but it is not clear how different organizations will cooperate with each
other, or how they will serve the uninsured who happen to live in rural areas.

One may question the historical significance of premature inventions and
demonstration projects. Yet, to creative scientists, engineers, and entrepre-
neurs, they signal possible avenues for advance. For example, the first per-
sonal computer worthy of the name was probably the Altair, and the first
personal computer with the modern mouse and Windows user interface was
the Alto. Neither was commercially successful, and it was left to the Apple II
and the Maclntosh to succeed where they had failed. Yet the Altair and the
Alro directly inspired the later machines.'® It is hard to say where telemedi-
cine would be today without the ATS satellites or the mid-1990s Texas dem-
onstration. Clearly, NASA has shown a direction toward improved health care
of people in remote areas and, by stimulating development of telemedicine in
general, has benefited all citizens. This is another example in which NASA’s
contribution to general progress was more important than any specific inven-
tion. A related example is the Digital Library Initiative (DLI), in which I
was fortunate to participate across its entire history. The DLI began in 1994,
through a partnership between the National Science Foundation (NSF), the
Defense Advanced Research Projects Agency (DARPA), and NASA. DARPA
had created the Internet for military researchers, and the NSF had civilized it.
In 1994 the World Wide Web began its explosive growth on the basis of the
Internet, and I can remember using a beta-test version that year of Mosaic,
the first full-featured Web browser, which had been developed at the NSF-
supported Illinois supercomputer center. NASA did not join the DLI with
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108. William Sims Bainbridge, entries for “Altair” and “Alto,” in William Sims Bainbridge, ed.,
Encyclopedia of Human-Computer Interaction (Great Barrington, MA: Berkshire, 2004).



Societal Impact of NASA on Medical Technology 117

telemedicine in mind, yet the results were valuable for telemedicine in often
unexpected ways.

Of the first six major DLI projects, NASA was most interested in the
Alexandria Digital Library, a consortium of universities headed by the
University of California, Santa Barbara that specialized in “georeferenced
materials,” which means maps, geographic information systems, and the like.
But all funding was pooled, so NASA really contributed to all the projects.
The DLI project at Stanford, which was intended to develop new tools for
collaborative use of the Internet, produced Google, among other things. The
second phase of the DLI, which began in 1998, included the National Library
of Medicine, and many of the projects over the years contributed technolo-
gies or ideas that can support or enhance telemedicine.'”

3. Selected Other Spinoffs

To get a broader perspective on medical spinoffs and to stay within the histor-
ical focus of the work, I examined the five issues of Spinoff from 1976 through
1980 for examples that were in very different areas from the 1996 examples.
In addition, I asked the editor of Spinoff to suggest an example that deserved
to be included here on the basis of its importance.

Case 7: Tactile Reader for the Blind

The 1977 Spinoff described an electronic reading device for the blind as “new
help for the sightless.” The Spinoff database says: “Derived from NASA tech-
nology, the Optacon works by passing a mini-camera over a printed page
with [the] right hand, the left hand senses a vibrating image of the letters
the camera is viewing.”''® Optacon stood for Optical TActile CONverter.
Electrical engineers associated with Stanford University developed this tech-
nology: John G. Linvill, James C. Bliss, James D. Meindl, and others. The
Optacon was not merely an early step in the development of reading devices
for the blind. It also contributed to the development of the field that today
is called haptics—information technology that involves the human sense of
touch.""! Optacon was often used as a research instrument in haptics, and the
field gained significantly from its heritage in a union of applications for the
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blind and for pilots.""? Tactile output is an important part of haptics, as cur-
rently defined, but equally important is technology that involves the human
kinesthetic sense that responds to forces and movement. The historical origin
of input-output devices involving the kinesthetic sense is probably the work
in remote manipulation, notably the robot arms used in the nuclear industry
to allow humans to handle radioactive materials without hazard.'

The idea of remote manipulators has a long history, and it is difficult to say
where it originated. Decades ago, science fiction fans tended to attribute the
invention to leading writer Robert A. Heinlein, whose story “Waldo” in the
August 1942 issue of Astounding Science-Fiction concerned a disabled scientist
who had invented a set of remote manipulators for himself, some tiny and
precise, others huge and powerful. The fictional scientist’s name was Waldo,
and for a time fans and some engineers called manipulators waldoes. Heinlein
himself disclaimed any credit for the idea, saying he got it from a 1918
issue of Popular Mechanics that described how a disabled engineer had made
mechanical arms for himself.'"* Primary credit for developing the “master-
slave manipulator” is usually given to Raymond C. Goertz, after whom the
American Nuclear Society has named its robotics award.'> Working at the
Argonne National Laboratory around the 1950s, Goertz developed several
manipulators for handling nuclear materials, and by 1955 the technology
had been transferred to a corporation, Central Research Laboratories.'® As
the technology developed further, it became clear that remote manipulators
would require a sense not only of pressure and movement but also of touch.

Haptics, broadly defined, is important for aviation and spaceflight. The
old expression flying by the seat of ones pants recognizes that the physical sen-
sation of acceleration or rotation is important for pilots. But it ignores what
they feel through their hands. In the modern “fly-by-wire” days, when a com-
puter stands between the control stick and the ailerons and elevators, force
feedback can help the pilot feel the effect of his or her actions. Given all the
complex instruments in the cockpit and the advantages of a heads-up display,
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it was reasonable for the Air Force and NASA to consider haptic information
displays, including some that employ the tactile sense. Fundamental research
in this area would also improve understanding of how the accuracy of the
human tactile sense is affected by vibration.

The connection between aerospace interest in haptics and the pos-
sible applications for visually disabled people was made between the Ames
Research Center and nearby Stanford University, where John Linvill and
James Bliss formed a collaboration to attack the problem."” In a 1997 inter-
view, Bliss explained that there were both accidental and personal dimensions

to what happened:

After finishing my master’s degree in electrical engineering at Stanford, I
received a fellowship from the National Science Foundation that would allow
me to obtain a doctorate in circuit theory at MIT. When I arrived at MIT,
however, I discovered that the professor who I had hoped would be my thesis
advisor had switched his research interest to the application of electrical engi-
neering to the problems of blind people. I also became interested in this sub-
ject after meeting a research associate at MIT who had been blinded in the
Battle of the Bulge in World War II. After completing my doctoral thesis,
“Communication via the Kinesthetic Sense,” I returned to the San Francisco
Bay Area, started a research group at SRI International to study the visual and
tactile senses, and [became] an associate professor in electrical engineering at
Stanford. Professor John G. Linvill, the chair of my department, had a daugh-
ter who was blind.'"®

In a 1996 issue of the newsletter of the Research Laboratory of Electronics at
MIT, Linvill described his own path to the Optacon:

In 1962, my family and I visited IBM’s research lab near Stuttgart. We saw a
high-speed printer driven against a fast-moving paper with carbon. It occurred
to me that you could probably feel this. The fact was it could have drilled a
hole in your hand. On the way back, I told my family, “I have a great idea to
help Candy read.” Our daughter Candy was blind and, ever since she was in
kindergarten, my wife Marjorie had been her Braille teacher. She spent four
hours a day preparing material for Candy, who went to regular school. I told

Arnold Shostak at the Office of Naval Research about my idea. The Navy had
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people working underwater, and tactile communication seemed like a reason-
able thing to work on. That was the beginning of the Optacon, and Candy
became its principal guinea pig. Today, she’s a clinical psychologist.'"”

Linvill joined the Stanford faculty in 1955, and Bliss joined SRI in 1956.
SRI International was originally founded in 1946 by the university as the
Stanford Research Institute and did not become a separate nonprofit orga-
nization until 1970. Bliss took the lead on the NASA contracts and on at
least two from the Air Force.'*® The first projects for Ames involved air jet
stimulators rather than vibrating reeds. Other support came from the Office
of Naval Research, and once the possible applications for the blind became
paramount, substantial grants came from the National Institutes of Health
and the American Foundation for the Blind.

In 1964, Linvill filed a patent application, issued in 1966 as Patent
3,229,387, for a “reading aid for the blind.” Applications often describe in
detail one possible version of the invention, with statements to the effect
that many other arrangements would also be covered by the patent. Linvill
described a small, integrated device, hardly more than two inches across, with
a lens at one end that could scan over the printed text, focusing on a matrix
of tiny photoelectric light detectors. A circuit from each one would apply
a signal to the corresponding output unit, when the part of the image it
saw was dark, representing part of a printed letter. The patent application
emphasized the tactile output device, which consisted of a matrix of piezo-
electric reeds, each of which would vibrate when a small alternating current
was applied to it. Thus, when the lens received the image of a capital letter 4,
output reeds arranged in that same shape would vibrate and be detected by
one fingertip of the user.

Notice that this is not an example of modern optical character reading
(OCR) because it does not interpret the letter. An OCR device for blind people
could translate the images into Braille on a tactile display or a voice simulated
by computer speech generation, but the many innovations required to make a
device on these principles did not exist in the mid-1960s. In the same month
that the patent was awarded, Linvill and Bliss published a detailed description
of their research in the Proceedings of the IEEE. They stressed that it involved
direct translation from visual to tactile, rather than interpretation.'*!
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Two features of this article deserve attention, because they reveal profound
facts about the Optacon research program. First, the article is objectively of
high quality, describing first-rate scientific research and fundamental engi-
neering innovation. It includes mathematical formulas as well as circuit dia-
grams, and it reports the results of training research subjects to see how many
words per minute they could learn to read. The Optacon is not the result of
tinkering but of systematic research and development carried out by individ-
uals of great talent and thorough training. The basic idea may sound simple,
but success required fundamental research in electronics and in the psychol-
ogy of human perception. For example, the contractor report Bliss filed with
Ames for contract NAS 2-5409 is a serious study comparing perception and
short-term memory between visual and tactile senses.'**

Second, the Optacon harnesses science and technology for the benefit of
human beings. Three human subjects volunteered for the pioneering research,
but their identities are concealed in accordance with privacy standards in
research. A photograph shows a girl reading from the tactile display, and the
accompanying text explains: “Our initial subject was a 12-year-old girl who is
in the seventh grade at a regular school. She is an avid Braille reader.... She
has been partially blind since she was about 8 months old and totally blind
since she was about two years old.” The IEEE Web site offers a photograph
of the same girl demonstrating the Optacon at the 1969 International Solid-
State Circuits Conference, and she is identified there as Candace Linvill.'*

In 1967, Linvill was chair of the Electrical Engineering Department at
Stanford, and he recruited James D. Meindl from the U.S. Army Signal
Research and Development Laboratories, in Fort Monmouth, New Jersey,
to come to Stanford and help develop the integrated circuit chips that would
mediate between the light sensors and the tactile display.'** Up to this point,
the Optacon had relied on a computer-controlled instrumentation system
and was not yet a workable, self-contained, hand-held device. Integrated
circuits were still new at this point in time. Credit for inventing the first
integrated circuits is split between Jack Kilby of Texas Instruments and
Robert Noyce of Fairchild Semiconductor. Kilby filed a patent application
on 6 February 1959 and received patent 3,138,743 on 23 June 1964. Noyce
filed 30 July 1959 and received patent 2,981,877 on 25 April 1961. Several
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patents were required to fully develop the idea, and the technology was still
in its infancy when the Optacon was developed.

Bliss had received patent 3,353,027 in 1967 for a photocell aiming device
and patent 3,385,159 in 1968 for a ranging instrument. Both of these devices
use physical vibration to scan the environment, locating an object within the
field of view. It is worth noting that, like the Optacon, these patents combine
a lens, photocells, and vibration to achieve the desired result. It is also worth
noting some similarities between these two patents and the dominant techni-
cal approach to television in the 1920s, before Philo Farnsworth—whom one
biographer has called the “last lone inventor’—developed the fully electronic
system that became the basis of the television industry."”® The semimechani-
cal systems of the 1920s employed a rotating disk through which a spiral of
tiny holes had been punched to scan the image with a photocell in the camera
and to produce the picture in the display. By the late 1960s all-electronic
television had a four-decade history and was commonplace, bulky, and
expensive. Integrated circuits introduced the possibility of creating an entire
array of photoreceptors at low cost and small size, thus rendering mechanical
scanning systems obsolete and expensive television cameras unnecessary in
the Optacon.'*

In 1970, with Stanford University as one of their investors, the team cre-
ated a corporation named Telesensory Systems to manufacture Optacon.
Linvill and Meindl stayed at Stanford, and Bliss went to the new company.
Around 1980 the Optacon was one of three competing reading machines
available on the market. The Stereotoner converted printed letters not to
tactile images but to sound patterns. Both the Optacon and Stereotoner
were difficult to learn, and reading speed remained far lower than practiced
Braille readers could achieve. Only a very small fraction of blind people ever
used either device. The Kurzweil Reading Machine used a computer to turn
printed words into recognizable speech. Although underpowered and expen-
sive, it was a harbinger of the future.'®’

In 1970, Bliss had coauthored a comprehensive survey of sensory aids
for the blind, with physicist Patrick W. Nye, who was then at the California
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Institute of Technology.'”® The next year, Nye moved to the Haskins Institute
in New Haven, Connecticut, which was loosely connected to Yale University
and already had a long tradition of research on human speech and reading.
There his team was able to develop the first functional reading machine that
combined optical character reading with computerized speech synthesis. But
this was not yet a commercial product. Samuel J. Mason, the MIT professor
who had interested Bliss in work for the blind, continued to do research in
this area and produced a reading machine about the same time.'*’ Innovator,
entrepreneur, and MIT graduate Ray Kurzweil founded Kurzweil Computer
Products in 1974 to develop optical character reading, and in 1976 he dem-
onstrated his text-to-speech reading machine.'

Opver the years, Telesensory gradually gave greater emphasis to technolo-
gies that assisted people with partial vision; in 1996 it finally ceased making
Optacon, and the company went out of business in 2005."' Thousands of
blind people benefited from the Optacon, and a search of the World Wide
Web in January 2007 revealed a number of testimonials to how it had
improved individual lives along with many laments that it was no longer
available. Canon had introduced the technology to Japan, and arguably it
was better adapted for the many characters of Japanese and Chinese than for
English, just as text-to-speech technology is more difficult for Chinese than
for English."* Quite apart from the direct benefit for blind users, Optacon
played an important role in stimulating other innovations across the field
of assistive technologies, and the individuals who developed it continued to
make contributions to technical progress.

In 1994, Bliss received Grant 9362053 from the NSF to develop an image-
processing system based on a personal computer for visually disabled people
and founded his own small company, JBliss Imaging Systems. In 2000 and
2002 he received a two-stage Small Business Initiation Research grant from
the NSF (0132058, 0060386) to develop a complete information-handling
system for such users. The description on the NSF online database describes
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the goal: “The research objective is to combine optical character recognition
(OCR), speech synthesis and recognition technologies, together with displays
based on the latest vision research to provide an integrated system with a con-
sistent, easy to learn, command structure.”’? In 2005 he retired and licensed
his technology to a new company that still carries his name, JBliss Low Vision
Systems—many of whose products use electronics to magnify printed text so
that people with poor but intact vision can read it.'**

In a 2005 survey of research and development of tactile user interfaces,
Lilly Spirkovska of the Ames Research Center cited the Optacon research
extensively and reported that the general area remains one of interest for
NASA."%> Research on vibrating, tactile input for the blind continues. For
example, Francis Quek at Virginia Tech recently led an NSF-funded group,
examining the potential for a haptic system to help blind children learn
mathematics.'®® It is based on the premise that gesture is one of the ways that
humans shape and communicate concepts, and observations of mathemat-
ics classes reveal that gesture is often used between teachers and students.
Of course, blind students cannot see these gestures and thus miss one of the
dimensions of the mathematical discourse. The hope is that future technology
could combine sophisticated computer vision with a haptic device such as a
glove with a matrix of vibrators to communicate the movement of the ges-
tures to the blind students. Thus, while the Optacon may have passed from
the scene, it helped many blind people until better technology was available
and contributed to the development of a tradition of research and invention
that endures today.

The final question, however, concerns how crucial NASA’s contribution to
the Optacon may have been. The Spinoff database overstates when it says that
the Optacon was “derived from NASA technology.” NASA contributed some
funding in the early days, especially for the haptic side of the work, but fund-
ing also came from several other sources. A historical account of the devel-
opment of the Optacon research indicates that the first funding came from
the Office of Naval Research (ONR); then, between 1966 and 1971, the
Office of Education in the Department of Health, Education, and Welfare
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invested $1.8 million because of its interest in technologies for the disabled.'?’
Although Linvill's original patent application does not mention NASA,
applications before the late 1970s tended to focus narrowly on the technical
claims for the invention; so that omission is not solid evidence. However, in
their reminiscences Linvill and Bliss never mention NASA. Neither got the
inspiration for a machine to help the blind from NASA, and the Optacon
was not itself designed to serve an aerospace purpose. Thus NASA played a
supporting role, which may have been significant when Linvill and Bliss first
needed support for their research, but it was not the primary source for the
technological innovation.

Case 8: Dental Use of Nitinol Wire

A 1979 spinoft was the use of Nitinol wire in dentistry.'® The popular Web
site www.space.com summarizes the story thus:

A nickel and titanium alloy known as Nitinol, originally developed by NASA
for aerospace application, is used in a type of dental arch wire, which has orth-
odontic application. In contrast to the traditional steel arch wire, the Nitinol
arch wire reduces the number of times braces require adjustment, since it
returns to its original shape as teeth are pulled (the alloy is a type of ‘memory
metal’ which does not kink when bent.).!®

An online registry of orthodontists says, “Nitinol (thanks NASA!) is a new
metal that retains its shape and is strong enough to withstand the force exerted
by orthodontic appliances.”'* Comments such as these convey the impression
that NASA invented Nitinol, something that NASA itself does not claim. We
shall see that NASA did indeed contribute to progress in understanding and
using this remarkable material, but it was discovered elsewhere.

The name Nitinol explains what this metal is made of and where it origi-
nated. The first two syllables are the symbols for nickel (Ni) and titanium
(Ti). The last syllable is the acronym for the Naval Ordnance Laboratory,
the place where Nitinol’s qualities and first applications were discovered. The
Naval Ordnance Laboratory was established in White Oak, Maryland, in
1944.1" As its name implies, its chief purpose was research on naval gun-
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nery technologies, which required much expertise in metallurgy. In 1974 it
merged with the Naval Weapons Laboratory, and the site was relinquished
by the Navy in 1997. Its current successor is the Carderock Division of the
Naval Surface Warfare Center in West Bethesda, Maryland.'#

In 1959 experienced metallurgist William J. Buehler was carrying out
research on a number of substances when he observed that alloys of nickel
and titanium were more ductile—flexible but resistant to impact—than other
alloys. He then focused his research on nickel-titanium alloys that contained
approximately equal numbers of atoms of the two elements. Because nickel
has a greater atomic weight than titanium, about 55 percent of the mass of
an equal mixture of atoms will consist of nickel. Therefore the alloy he was
investigating was called 55 Nitinol. The first big clue that it was something
very special came when Buehler and his assistant had just cast six bars of 55
Nitinol. To get a quick sense of the properties of the material, Buehler inten-
tionally dropped one bar on the concrete floor, and it made what he later
called a “very dull thud,” similar to the sound of dropping a lead bar. Not
expecting this sound, he dropped another, and it rang like a bell. After repeat-
ing this simple experiment several times, he discovered that hotter bars made
a bell-like sound, while cooler bells made a thud. Something about the inter-
nal structure of the alloy apparently depended sensitively on temperature. A
series of experiments, both systematic and accidental, led to the full realiza-
tion in 1961 that 55 Nitinol is a “memory metal.” It can be formed into a
shape at one temperature, formed into a second shape at another tempera-
ture, then returned to the first temperature, where it spontaneously resumes
the original shape.

The next year, Buehler gained expertise on the physics of crystals when
Frederick E. Wang joined the lab and developed the theory of how Nitinol
works. In 1961, Buehler and the Navy filed an application for a patent
explaining methods for making alloys like Nitinol and describing their prop-
erties, and patent 3,174,851 was granted in 1965. In 1966, again on behalf
of the Navy, Buehler filed a patent application for methods to convert heat
energy to mechanical energy, describing the principles that could power
an engine based on Nitinol’s ability to change shape in response to chang-
ing temperatures, receiving patent 3,403,238 two years later. Other patents
issued to the Navy based on the research included patent 3,351,463 (“high
strength nickel-based alloys”) in 1967 and patent 3,753,700 (“heat recover-
able alloy”) in 1973.
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According to two brief histories of Nitinol’s discovery by George Kauffman
and Isaac Mayo, who interviewed both Buehler and Wang, the first success-
ful product was a coupling to join together the hydraulic-fluid lines on the
Navy’s F-14 jet fighter."* Nitinols ability to return to a former shape was
used to make it clamp over the ends of two sections of the pipe, holding
them together. In 1969, John D. Harrison of the Raychem Corporation
began collaborating with Buehler and Wang, and the resulting idea was called
“Cryofit” because the low temperature of liquid nitrogen was used to reform
the couplings. Raychem does not appear to carry the product today, but the
Aerofit company does, and Cryofit couplings have been used on a variety of
both military and commercial aircraft.'*

It is worth noting two facts about Raychem. First, the company has been
involved in many patents, and a search for the word Raychem in the U.S.
Patent and Trademark Office’s patent database turns up fully 2,758 that were
either issued to Raychem or in some other way cite the company explicitly.
Coincidentally, the most recent one I found was related to both medicine
and Nitinol: patent 7,160,322 issued on 9 January 2007 to an individual for
an “implantable cardiac prosthesis for mitigating prolapse of a heart valve.”
The base of the device is a mesh, and “the mesh may be formed of a shape
memory alloy material, such as a nitinol (nickel-titanium alloy) wire” to
facilitate installation and adjustment. The only publication mentioned in the
patent application is Raychem’s 1999 product brochure, “Nitinol Solutions.”

Second, an important part of Raychem’s business has long been couplings,
and a number of patents unconnected to Nitinol describe couplings that
change shape to seal the connection tightly. Patent 3,574,313 issued in 1971
concerns a “wraparound closure sleeve” that is “heat recoverable.” This patent
concerns the physical shape of the sleeve rather than its material but cites ear-
lier patents about plastics with shape-memory qualities, not Nitinol. Patent
3,379,218 (“closure sleeve for pipes or the like”) issued in 1968 similarly
assumes the material would be some kind of polymer with a temperature-
related memory property. In 1971, Buehler and Wang got patent 3,558,369
on behalf of the Navy for a “method of treating variable transition tempera-
ture alloys,” describing alloys in which some or all of the nickel in Nitinol is
replaced by iron or cobalt. In 1973 patent 3,753,700 was issued to Raychem
for an alloy in which about 7 percent of Nitinol’s nickel atoms are replaced
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by iron, claiming superior qualities and reporting: “For example, a hydraulic
coupling made of the alloy was provided with a heat unstable diameter of 8%
greater than the heat stable diameter.” The 1973 patent 3,759,552 (“hydrau-
lic coupling with metallic sealing member”) requires a metal having Nitinol’s
properties and even discusses a nickel-titanium alloy but does not explicitly
refer to the Navy, Buehler, or Nitinol. Raychem’s 1975 patent 3,872,573 spe-
cifically centers on using the Nitinol family of alloys for couplings.

The work that led to dental applications began in 1968, when George B.
Andreasen in the Department of Orthodontics of the School of Dentistry
at the University of Iowa read about Nitinol. Andreasen contacted Buehler,
but at first the Navy was reluctant to release information about this strategi-
cally valuable innovation. In 1969, however, Buehler was allowed to send
Andreasen a three-foot section of Nitinol wire for evaluation. It proved to be
greatly superior to stainless steel, and Andreasen quickly published articles
in the leading dentistry journals publicizing this fact. In 1972 he made an
initial attempt to file for a patent, making a successful application in 1973
and receiving patent 4,037,324 in 1977. This patent describes exactly the
innovation reported in the NASA Spinoff publication. Soon, after a little
more development, the Unitek division of 3M was supplying Nitinol wire to
orthodontists, and a 1997 company brochure explains that it is easier to use
than stainless steel, requires less adjustment, and often straightens teeth more
quickly. The products slogan makes this point cutely: “because treatment
efficiency always comes down to the wire.”'®

To this point in the saga, I have not even mentioned NASA. Is the
spinoff claim entirely spurious? No. Andreasen’s patent application cites a
very important contribution NASA had made in 1969: “A description of the
materials and certain of their properties also may be found in the brochure
entitled ‘Nitinol Characterization Study’ dated September, 1969. This docu-
ment [is] identified as N-69-36367 or NASA CR-1433.” NASA’s Langley
Research Center had become interested in the potential of Nitinol, and in
1967 it gave a contract to Goodyear Aerospace Corporation to study the
material systematically. Buehler provided samples of Nitinol rods and foil,
and Battelle Institute, a subcontractor in Columbus, Ohio, processed some
of the rod into wires of varying diameters: 100, 20, 15, and 10 mils (a mil
is 4,000 of an inch). Each kind of sample was studied to determine such
things as the force involved when it changed shape, its responses to tension
and compression at various temperatures, how many times it could change
shape before degrading, and its variable electrical resistance. One series of
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experiments determined how much Nitinol wire would spring back after
being bent around mandrels of differing diameters.

After 19 months of research, Goodyear provided Langley with the data
that became the report. It contains many graphs showing the performance
of Nitinol under various conditions, which would be useful to engineers in
determining how to design reliably functional components from the material.
Earlier tests in Buehler’s lab had given inconsistent results, in part because
the samples may not have been consistently made; so it was important to
begin to understand the exact sources of unreliability. The report explained
that the behavior of a Nitinol object depended very much on the detailed
history that formed the microscopic grains of which any large piece was com-
posed. The report’s final sentence states: “From these results it is recognized
that 55-Nitinol has many potential applications in advanced space structures,
especially where requirements for expandable and erectable structures or self-
actuating devices in space are needed.”!

Given the difficulty of manufacturing Nitinol reliably, especially in its early
days, it was an expensive material. Thus, it could find its first cost-effective
applications only in fields where there was a premium on high performance.
When the first major report on the societal implications of nanotechnology
was published in 2001, one chapter gathered together these demanding appli-
cation areas: space exploration, national security, and medicine.'” As we have
just seen, these were the first areas of application for Nitinol, including dental
wires and the crucial couplings for the F-14’s hydraulic system, plus the space
applications foreseen by the NASA report. This observation highlights one
reason why spinoffs from NASA to medical applications may be especially
common. In both spaceflight and medical care, high performance has a much
higher priority than in most other sectors of the economy.

The history of Nitinol in dentistry illustrates the important point that
major inventions in modern technology often require a vast amount of devel-
opment research that would be far beyond the capability of an individual
inventor. The search engine of the U.S. Patent and Trademark Office finds
fully 6,154 patents whose applications contain the word Nitinol, up through
9 January 2007. Of these, 114 mention NASA.

Twelve Nitinol-related patents were the direct result of work done
for NASA. Three early Nitinol patents belonged to the U.S. government:
4,553,393 for “memory metal actuator”; 4,665,334 for “rotary stepping
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device with memory metal actuator”; and 4,765,139 for “thermocouple
for heating and cooling of memory metal actuators.” In 1991 the Tini
Alloy Company, whose name evokes titanium and nickel, earned patent
5,061,914 for “shape-memory alloy micro-actuator,” and in 1999 it got
patent 5,903,099 for “fabrication system, method and apparatus for micro-
electromechanical devices”—both based on work done for NASA. Five pat-
ents belonging to NASA itself describe using microwaves to treat prostate
enlargement (6,289,249; 6,512,956; 6,592,579; 6,675,050; and 6,944,504),
with some assistance from Nitinol. SRI International was issued two patents
based on applications that mentioned Nitinol in describing a range of possi-
ble developments: 6,617,963 for “event-recording devices with identification
codes” and 6,806,808 for a “wireless event-recording device with identifica-
tion codes.” The remaining 102 patents referred to work at NASA, usually by
citing a publication. Eight referred to the Goodyear Nitinol characterization
study, and 66 referred to a 1972 NASA publication based on it that had wider
distribution: “55-Nitinol—The Alloy with a Memory.”'%

Case 9: Springback Foam

Perhaps the best-known NASA spinoff, temper foam, is featured in the FAQ
on the Spinoff Web site and in fully six editions of Spinoff, from 1976 through
2005." In the 1979 edition it is only three pages away from that other mate-
rials development, Nitinol wire."”® Both can be described as memory materials
that return to their original shape after being deformed, but the two were
results of totally separate development efforts. The medical applications of
temper foam are chiefly cushioning for patients, such as hospital pads, wheel-
chair seats, and the like. Because the material forms gently to the shape of
the weight it is supporting, it is less likely to put undue pressure on any given
spot. This may seem like a very humble application, unrelated to cure of dis-
ease, but treating hospital patients gently is an essential part of cure, reducing
stress and injury.
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It is generally agreed that temper foam was invented by Charles A. Yost
and Charles Kubokawa, although they did not apparently receive a patent for
the idea. Yost worked for various NASA contractors before starting his own
company, Dynamic Systems, in 1969. Kubokawa worked at NASA Ames
from 1963 to 1989."°" Spinoff 2005 says, “As an acronautical engineer with
the Systems Dynamics Group at North American Aviation, Inc., Charles Yost
helped to build a recovery system for the Apollo command module in 1962.”
While working for Stencel Aero Engineering in Asheville, North Carolina,
Yost carried out research for NASA on how to improve the survivability of
airplane accidents.

The 1968 report Yost coauthored with Ronald W. Oates covered a very
wide range of topics, such as the rate of survivability when an aircraft hits
the ground at varying angles and speeds, the main injuries caused when the
upper bodies of unrestrained passengers flail around during the impact, and
the difficulty of designing for the protection of passengers of different sizes.
One section concerned aluminum honeycomb materials for seats to absorb
the shock of impact, including this criticism of other substances: “Materials
such as sponge, solid rubber, cork, and paper wadding generally exhibit
spring characteristics with an attendant rebound problem.”"** The rebound
would exacerbate the flailing of the upper body, causing injuries when it
strikes other objects. Aluminum honeycomb crushes somewhat gracefully on
impact, absorbing much of the shock and not rebounding. The report does
not mention temper foam but does identify two characteristics that an ideal
cushioning material should have: 1) adapting to passengers of different shapes
and sizes, and 2) absorbing shock without immediately rebounding. It also
announced plans for Yost to work with Ames in a broadly based effort to
develop a more protective seat system for aircraft.

The company Yost founded says, “Dynamic Systems began research in
1969 to perfect foam cushion materials having both high energy absorption
and soft pressure properties. In cooperation with NASA, the materials were
applied to seating systems, such as wheelchair cushions, ejection seats, and
crash safety seats for aircraft.”’® The 2005 edition of Spinoff further reports:
“The Leicester, North Carolina—based company sold the rights to the tech-
nology in 1974, but later returned to market second- and third-generation
derivatives that were less temperature-sensitive and more environmentally
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friendly than the original version.”"* It currently markets a variety of prod-

ucts, including Sunmate and Pudgee, which are varieties of temper foam, and
Liquid Sunmate, which allows medical personnel to create form-fitting cush-
ions for particular patients. The applications include the health-care field,
sports equipment, and a sculpture foam for art projects. In addition to the
original application for aircraft seating, the company also sells the products
for cars used in mines, racecars, and horse saddle pads.

The great fame that temper foam has achieved did not come through the
Dynamic Systems company, despite the good work it has done for society
since Yost founded it in 1969. Rather, its fame has come through the “Swedish
sleep system” marketed by the Tempur-Pedic company. The investors’ FAQ
linked from the Tempur-Pedic corporation Web site says:

Tempur-Pedic was originally founded in 1992 after nearly a decade of
research and development of a product formulation originally designed for
use by NASA ... In the early 1970s, NASA engineers developed a viscoelas-
tic memory foam to relieve astronauts of the incredible G-forces experienced
during lift-off. Tempur-Pedic’s Swedish partners began experiments to perfect
the NASA formula for consumer use and after nearly a decade and millions
of dollars of research; the company introduced our improved version—the
proprietary TEMPUR® pressure-relieving material ... In 1998 Tempur-Pedic
was awarded the “Certified Technology Seal” from NASA. This seal verifies
that the underlying product technology was derived from the United States’

efforts and experiments in space.’

A bloglike Web site devoted to information about foam mattresses,
MyFoamMattress.net, disputes this spinoff and argues that bedding compa-
nies use the supposed connection to NASA to promote their products, with
the implication that NASA goes along with this alleged charade in order to
boost its own reputation in the spinoff area. The core of the argument is this:

The original NASA foam was never suitable for sleeping because it broke
down in time and lacked the comfort needed to make a good mattress. But
the Program never intended to use space foam for bedding. Remember, it was
developed for astronauts’ seats, not for sleeping. Once released to the indus-
trial world, progress was imminent. Years of research and development by
the Swedish company Tempurpedic did turn this early recipe into an unique
material now commonly known as memory foam. Some people still like to
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call it NASA foam. This earned them the Certified Space Technology status
usually given to a “product that is the direct result of technology developed

for space.”’>

In a sense these antagonistic information sources agree that the foam origi-
nally made by Yost’s company was not suitable for ordinary bedding, and
of course the original spinoff claims concerned specialized medical applica-
tions, not mass consumer products like bed mattresses. Millions of dollars of
research, invested over a decade by the Swedish company, Fagerdala World
Foams, was required to develop the mattress now distributed in the United
States under the name Tempur-Pedic. Arguably, Yost's work for NASA Ames
was an essential step in the development but only one among many. There
is nothing wrong with that. Fundamental research and prototyping is often
much less costly and time-consuming than the later stages of development
of a commercial product. However, the publicity of the mattress company
appears to exaggerate NASA’s contribution and to identify it with the space
program rather than recognizing NASA’s broader mandate.

The entries in the Spinoff database from 1976 and 1979 say that temper
foam’s origin was “improvement of aircraft seats” and “protective covering
for aircraft seats.” The 1988 entry says the origin was the “space shuttle.” The
2005 entry says the origin of the spinoff was “improved airline seating for
crash and vibration protection.” Except for the 1988 entry, which may simply
have recognized that the material was being applied to the astronaut seats
in the Space Shuttle, NASA has consistently acknowledged that the origin
was in its aviation technology work, not specifically the space program. The
public tends to think of NASA as “the space program,” however, and the
Tempur-Pedic company apparently found the futuristic aura of space explo-
ration provided a useful connotation for its advertising campaign.

Temper foam is primarily a spinoff of NASA’s work to develop better tech-
nologies for commercial aviation. As a Tempur-Pedic brochure explains: “In
1998, at a press conference held at its headquarters in Washington, D.C.,
NASA saluted Tempur-Pedic for ‘significant contributions to transferring
aeronautical and space research technology into the private sector to save
lives, promote economic opportunity and help improve the quality of life
for humankind.” In turn, Tempur-Pedic presented Daniel S. Goldin, NASA
administrator at the time, with the one-millionth Swedish Neck Pillow
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produced by the company.”"” The phrase “aeronautical and space research
technology” allows historians to say it was a spinoff from aeronautical research,
and the company is free to claim it was a spinoff from space research.

Temper foam can claim some inspiration from the space program. During
his many years at Ames, Kubokawa was involved with space-related as well
as aviation-related research. Yost had been involved in some work for Apollo,
but his interest in spaceflight dates from about 1950, when he decided that
actual flying saucers could be propelled by electrostatic fields rather than
rockets. At age 17 he built a Tesla coil seven feet high that literally electrified
the environment. Late in his life, Yost wrote: “Through my R&D work on the
Apollo project (1962-1966), I became totally disgusted by the limitations of
rocket technology. I became totally focused on discovering a means of electric
propulsion, or flying saucer technology.”"*® When Yost died in 2005, he was
editor of a visionary periodical, Electric Spacecraft, that explored the possibil-
ity of propelling space vehicles by means of magnetic or electric fields.””

Despite its fame as a material for commercial bed mattresses, and its appli-
cation in various sports-related products, temper foam continues to have
respectable medical applications. To its credit, and also its profit, Tempur-
Pedic has campaigned to reduce the serious problem of bedsores in American
nursing homes through the use of its materials.'® Thus temper foam is a legit-
imate NASA spinoff, although practical applications have required consider-
able development work, and the credit is due to NASA’s acronautics rather
than space research.

Case 10: Cochlear Implants

This case was suggested to me by Daniel P. Lockney, former editor of NASA’s
Spinoff. Sometimes called a bionic ear, a cochlear implant substitutes for por-
tions of the human ear that are not functioning properly in deaf people.
As the National Institute on Deafness and Other Communication Disorders
explains, a cochlear implant physically consists of two main parts—one
positioned outside the head, usually perched at the back of the ear, and the
implant itself, which is placed deep inside the structures of the inner ear.
Functionally, the system consists of four parts. A microphone acts just like
the one in a hearing aid, picking up the sounds. A speech processor translates

157. “Tempur-Pedic Pressure Relieving Swedish Mattresses and Pillows,” Tempur-Pedic
International, 2004, p. 3.

158. Charles Yost, “A Biographical Snapshot,” Electric Spacecraft 39 (5 August 2005): 4.

159. See http:/www.electricspacecraft.com/journal.him.

160. See the history of the Tempur-Pedic company at FundingUniverse.com, http://www.
Sfundinguniverse.com/company-histories/ TempurPedic-Inc-Company-History. html.


http://www.electricspacecraft.com/journal.htm
http://www.fundinguniverse.com/company-histories/TempurPedic-Inc-Company-History.html
http://www.fundinguniverse.com/company-histories/TempurPedic-Inc-Company-History.html

Societal Impact of NASA on Medical Technology 135

the sounds into a form that can be meaningfully handled by the human ner-
vous system. A transmitter and receiver pass the signals to the implanted part
of the system. Deep inside the ear, the electrode array stimulates different
regions of the auditory nerve. Modern cochlear implants allow many users to
interpret speech and other sounds usefully, but the effect is not a clear dupli-
cate of what people with normal hearing perceive.'!

Spinoff 2003 attributes the invention of the cochlear implant to NASA
employee Adam Kissiah and offers an unusually clear explanation of the cir-
cumstances under which he developed it:

Driven by his own hearing problem and three failed corrective surgeries,
Kissiah started working in the mid-1970s on what would become known as
the cochlear implant, a surgically implantable device that provides hearing
sensation to persons with severe-to-profound hearing loss who receive little or
no benefit from hearing aids. Uniquely, the cochlear implant concept was not
based on theories of medicine, as Kissiah had no medical background what-
soever. Instead, he utilized the technical expertise he learned while working as
an electronics instrumentation engineer at NASA’s Kennedy Space Center for
the basis of his invention. This took place over 3 years, when Kissiah would
spend his lunch breaks and evenings in Kennedy’s technical library, studying

the impact of engineering principles on the inner ear.'®

This paragraph is packed with interesting information. The fact that
Kissiah lacked a medical background—and the story mentions no medical
collaborator—is striking. But it is also interesting to see that the story does
not seem to describe the stereotype of a spinoff. This is not a case in which
an invention was made with NASA support to accomplish something for
the progress of aviation or space exploration, then transferred to other appli-
cations outside NASA. Rather, a motivated individual draws on expertise
acquired through his NASA work to develop something outside his NASA
responsibilities. Thus, like several other cases considered in this chapter, this
one calls into question the very concept of spinoff.

In 1977, Kissiah obtained patent 4,063,048 for an “implantable elec-
tronic hearing aid,” revised in 1982 as RE31,031. The patent application
does not cite NASA support but acknowledges: “The invention described
herein was made by an employee of the United States Government and may
be manufactured and used by or for the Government for governmental pur-
poses without the payment of any royalties thereon or therefor.” The patent
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is somewhat unusual in that only a very short period of time passed between
the application and the awarding of the patent, from 16 March 1977 to
13 December 1977, rather than the usual two or three years. It does not
cite any scientific or technical literature, and the only publication mentioned
is a popular magazine: “A surgical process for implanting such electrodes is
discussed more fully in an article entitled “The Electric Ear’ appearing in the
April 1974 issue of Newsweek magazine.” This sole citation suggests that other
people were already attempting to develop cochlear implants, and this was in
fact the case.

Kissiah’s application cites one previous patent, 3,751,605 “method for
inducing hearing,” issued in 1973 to Robin P. Michelson on behalf of Beckman
Instruments, Inc. Michelson’s patent also described an implantable device to
stimulate the auditory nerve. The difference is that Michelson’s device would
stimulate the auditory nerve with a single signal, whereas Kissiah’s would
stimulate different areas with different signals, which is much closer to the
way the human ear usually works. So Kissiah’s patent is really for a signifi-
cantly improved cochlear implant, rather than for the very first such device.

Michelson’s patent application cited three earlier patents. In 1969, James
H. Doyle received patent 3,449,768 for an “artificial sense organ,” on the
basis of a series of applications filed over the previous eight years that would
stimulate the auditory nerve with a series of pulses the inventor believed were
suitable for simulating hearing. In 1965, Behrman A. Docotte and Louis E.
Adin received patent 3,209,081 for a “subcutaneously implanted electronic
device” that was like a conventional hearing aid but had an implanted sound
generator; it did not stimulate the auditory nerve electronically. Way back in
1939, Héctor Pescador had received patent 2,164,121 for a “hearing appa-
ratus for the deaf” that entered the ear canal rather more aggressively than
conventional hearing aids but, again, did not stimulate the nerve directly.

A Web site called HearAgain.org “was established to create greater aware-
ness about Adam Kissiah and his work on the implantable hearing device and
the cochlear implant.”'®® This site makes a very clear claim for the importance
of his invention: “The patent is considered the first patentable design for
digital electronics stimulation of the acoustic nerve in humans.”'** Indeed,
the cochlear implants invented by Michelson and Doyle could be described
as analog devices, rather than digital.

The Web site’s brief biography of Kissiah notes that he received a B.S. degree
in physics from the University of North Carolina, Chapel Hill, and worked
for RCA and Pan American World Airways at Cape Canaveral in support of
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the testing of Redstone, Jupiter, Mercury, Pershing, and Minuteman rock-
ets. In 1963, he joined NASA and worked on all the piloted rocket pro-
grams at Kennedy Space Center until the end of 1989. The site also lists
honors that Kissiah received, notably “the prestigious NASA Space Act Award
which included a signed certificate from NASA Administrator Sean O’Keefe
and $21,000, the largest monetary award ever given to a single inventor in
Kennedy’s history.”'®>

As both Spinoff 2003 and HearAgain.org report, an unsuccessful effort was
made to develop cochlear implants through a company called Biostim, based
on Kissiah’s patent. After the company’s dissolution, the implication is that
the technology was widely taken up by other companies. However, one gets
a very different story if one starts searching for information on the history of
cochlear implants, rather than working from Kissiah’s patent. Invention of
a well-functioning, multiple electrode cochlear implant is widely attributed
to an Australian, Graeme Clark, who successfully implanted his first device
in 1978. This was the year after Kissiah’s patent, but a functioning device is
very different from an idea described on paper. One way to assess the relative
influence of Clark versus Kissiah is to see what the four major manufactur-
ers of cochlear implants say today. The manufacturer called Cochlear offers a
Flash-enabled timeline on its Web site explaining that Clark began work in
1967, inspired by his own father’s deafness; became chair of the Department
of Otolaryngology of the University of Melbourne in 1970; and received a
research grant in 1977. His first 1978 patient received a 10-channel cochlear
implant that allowed him to recognize the tune of the beloved Australian song
“Waltzing Matilda.” The Web site does not mention Kissiah.'*® The Web sites
of the Austrian MED-EL and American Advanced Bionics companies do not
have history sections and mention neither Clark nor Kissiah.'”” The French
manufacturer Neurelec stakes its own claim to invention of the cochlear
implant: “In the early 1970’s French scientists and clinicians had been the
first to design and develop an implantable hearing aid and in 1986, MXM
launched the Digisonic® programme. This was to lead to the provision of the
first multi-channel cochlear implant which was entirely digital, re-program-
mable and which transmitted the whole sound spectrum.”!¢

In 1995, the Institute of Medicine of the National Academy of Sciences
published a collection of historical essays titled Sources of Medical Technology.
Stuart S. Blume’s chapter on the early years of cochlear implantation, up

165. See http:/fwww. hearagain.org/biography.htm.

166. See http://www.cochlearamericas.com/index.asp.

167. See http:/lwww.medel.com/ and http:/fwww.bionicear.com.
168. See http:/lwww.neurelec.com/en/neurelec_company. html.
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through 1982, does not mention Kissiah. It properly places great empha-
sis on the fundamental research in biology and medicine that provided the
knowledge necessary for any invention and cites early clinical experiments
carried out in France in 1957. It described the resistance that pioneers like
William House and Blair Simmons faced when they began research in the
1960s, then gives Michelson much credit. An extended section describes the
important French work of the 1970s. Blume does mention Clark but only as
a somewhat late participant in the development of the cochlear implant who
played a role in finally bringing the technology to the point at which it could
be exploited commercially.'®

One is reminded of the public relations competition between the United
States and the U.S.S.R. over the rights to claim the inventor of liquid-fuel
rockets for their nations. Konstantin Eduardovitch Tsiolkovsky was the
Soviet candidate, and Robert H. Goddard was the American one. Tsiolkovsky
began earlier but never got beyond the stage of theoretical writing, whereas
Goddard was later but built working rockets. Clark is Australia’s “inventor,”
while Kissiah can play this role for the United States and for NASA. Kissiah’s
patent cannot be ignored. A total of 45 later U.S. patents cite it, most recently
patent 7,010,354 (“sound processor for cochlear implants”), filed in 2001 by
Graeme Clark himself and issued to Clark’s Bionic Ear Institute in 2006. The
fact that Kissiah worked completely outside the conventional medical science
community may have been a disadvantage for him, as scientific marginality
was a disadvantage for Tsiolkovsky. Kissiah deserves honor for his contribu-
tion, but cochlear implants were developed by dozens of researchers in several
nations, making them a collective rather than individual invention.

Case 11: Fast Neutron Cancer Tumor Treatment

The 10 previous cases were originally framed as classical spinoffs, but the
11th is different. Spinoff 1979 placed it in the category of community service,
although it deals with an experimental medical technology. Fast neutrons
are a variety of radiation treatment used to destroy cancer cells that are dif-
ferent from x-rays or radioisotopes in that fast neutrons must be produced
by a particle accelerator such as a cyclotron. NASA’s Lewis Research Center
(renamed the Glenn Research Center in 1999) in Cleveland, Ohio, had one.
The Cleveland Clinic teamed up with Lewis to provide fast neutron to some
of its cancer patients.

169. Stuart S. Blume, “Cochlear Implantation: Establishing Clinical Feasibility, 1957-1982,”
in Nathan Rosenberg, Annetine C. Gelijns, and Holly Dawkins, eds., Sources of Medical
Technology (Washington, DC: National Academies Press, 1995), pp. 97-124.
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The cyclotron was invented by Ernest O. Lawrence in 1929, who received
patent 1,948,384 for it in 1934 and won a Nobel Prize for it in 1939. The
cyclotron was the first “atom-smasher” research tool that accelerated ions
to high speed by spinning them in a circle with a fluctuating electric field.
Neutrons cannot be accelerated directly in a cyclotron because unlike ions
they are not electrically charged. To make a neutron beam, Lawrence accel-
erated ions of deuterium, the isotope of hydrogen that contains one proton
and one neutron, then smashed them into a beryllium target. In 1938, 7ime
magazine publicized the idea of fighting cancer using a cyclotron-produced
neutron beam, which Lawrence had developed in collaboration with his phy-
sician brother.'”°

A cyclotron with the power to treat tumors is a large device, expensive
both to build and to operate. Thus it is not surprising that this method
of treatment never became commonplace. From 1972 untl 1977, about
700 patients received fast-neuron treatment at three facilities that already
had cyclotrons for other purposes. Two were educational institutions—the
University of Washington and Texas A&M University—and the third was
the Naval Research Laboratory in Washington, DC. The Cleveland Clinic
began offering this kind of treatment only after the three original facilities
had already gained five years of experience.”! Spinoff 1979 describes the treat-
ment as experimental, intended to evaluate the benefit for patients as much as
to provide those benefits. The costs of converting one of the cyclotron’s target
areas into a treatment room, and of the necessary ancillary equipment, came
from a grant from the National Cancer Institute.

The use of cyclotron-generated neutrons to fight cancer continues to be
a valuable treatment option, but facilities offering it are rare. An informa-
tion sheet dated 2003 from the Wayne State University Physicians Group
in Michigan claims: “The neutron cyclotron is now the standard of care for
institute patients, offering them a treatment success rate that is 10 percent
higher than that of patients treated with standard, conformal external beam
radiation therapy.”’”? A Web search found other advanced centers offering
comparable treatment, including the National Superconducting Cyclotron
Laboratory at Michigan State University, the Clatterbridge Neutron Cancer
Therapy Cyclotron at Merseyside in the United Kingdom, and the University

170. “Cyclotrons for Cancer,” Zime, 28 November 1938.
171. Robert G. Parker, Herbert C. Berry, Jess B. Caderao, Arthur J. Gerdes, David H. Hussey,
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of Washington Medical Center, which was one of the original three sites. As
of May 2006, the related Seattle Cancer Care Society said that only three
such facilities exist in the United States."”? The University of Washington
cyclotron treats only about 100 patients a year, most of whom suffer from
salivary gland tumors.

Why would NASA’s Lewis Research Center have needed a cyclotron in
the 1970s? Lewis was the laboratory where much of the research on advanced
propulsion systems took place, and the cyclotron was part of the program to
develop nuclear reactor power for spacecraft.” Specifically, it was operated by
the Radiation Physics Branch directed by James Blue. In the 1960s, consid-
erable progress was made developing the technology to build nuclear rocket
engines that were twice as efficient as chemical engines and rivaled them in
thrust. Science fiction writers like Robert A. Heinlein had long assumed that
only nuclear rockets would be capable of supporting a high level of activity
in space.'”” When the nuclear propulsion efforts were cancelled in 1972, it is
hard to know how important widespread public opposition to nuclear energy
was versus the Nixon administration’s desire to reduce near-term costs at the
expense of humanity’s future in space. In any case, the cyclotron lost its origi-
nal purpose and was available for public service.

Fortuitously, a NASA oral history project interviewed June C. Bahan-
Szucs about her time at Lewis, and she mentioned the original medical use
of the cyclotron. In the interview, she expressed great distress at the “RIF”
(reduction in force) firings that occurred at that time and a sense of futility
that their efforts were not appreciated. About the nuclear energy program,
she reported:

As a result of that, something beautiful happened, because Dr. James Blue
worked there, and he was extremely upset to think that the cyclotron that
we had was no longer in use, and eventually he got Cleveland Clinic to come
out, and we gave cancer treatments at NASA, NASA Lewis Research Center,
at that time. [The patients] would be brought out in [the Cleveland Clinic]
ambulance, and they would get the horizontal beam of a cancer treatment
that could [reach cancer that nothing else could reach]. There were only three
places in the whole world that could give them at that time. You could never

say that [anyone was] cured from cancer, but after x number of years, seven
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or whatever the [number] was at that time, they had some wonderful success

stories, and all because of one man.'7°

Although in principle nuclear reactor rockets could achieve orbit on their
own power, among the very most promising propulsion systems for space
vehicles that have already achieved orbit is ion drive, largely developed over
the same period at Lewis. This kind of engine uses a high-voltage electrical
field to accelerate ions to a high velocity, much faster than the jet from a
chemical rocket engine. The source of the energy is usually not chemical but
can be electricity from solar cells—giving essentially free power so long as the
spacecraft has not left the inner solar system—or from a nuclear generator.
Lewis supported a considerable amount of high-quality ion drive research
in the 1970s, much of it guided by Harold R. Kaufman of Colorado State
University."”” A cyclotron demonstrated methods that can be used in an ion
drive. The chief drawback of ion drives is that their thrust is low, so some
other kind of propulsion is needed to achieve orbit. Kaufman built his first
working ion drive at Lewis in 1960, but the first spacecraft to use ion propul-
sion was the highly successful Deep Space 1 probe, which was not launched
until 1998.17

Perhaps it is appropriate to conclude this consideration of spinoffs with
this poignant example. Our civilization was apparently not ready to plunge
forward into outer space, whether with nuclear rockets or by a heavy invest-
ment in chemical rockets and ion drive. Thus, one piece of equipment that
was intended to help humanity reach the stars was diverted to humane medi-
cal uses.

4. Conclusion

Historical scholarship can contribute to the storehouse of knowledge needed
to make decisions about current issues and planning for the future. This rel-
atively modest study of spinoff from NASA to biomedical technology has
presented some analytical ideas that may be useful in that context, but it also
raises questions for future research. Importantly, what is true for spinoffs to the
medical area may not be true for other categories of science and technology,
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where the number of reported NASA-related patents is much greater than in
the medical area."”

At the present time, debates are raging about the plans announced by
NASA in 2004 for new directions in the space program.'® Critics charge that
both science and new technology are being downgraded in favor of achieving
goals that may be interesting to groups in the general public but have only
limited potential to contribute new technical ideas of broad application.'s' A
group claiming to speak for the international space exploration community
has specifically argued that much more attention must be given to spinoffs,
improving both the publicity about them and the means for transferring
technology from space to applications that have terrestrial benefits.'®? This
will be harder to do, the fewer innovations the world’s space programs actu-
ally develop. However, this spinoff-centric view of the value of space neglects
to take account of the very problematic nature of spinoffs.

The clearest conclusion of this chapter is that the historians and social sci-
entists who advised NASA around 1970 were right. Only rarely does a distinct
innovation arise completely within the space program and then find applica-
tions outside. Rather, the development of space technology is intertwined
with many other fields of science and engineering advancement. Again and
again, we have seen that NASA helped improve a technology that already
existed or supported development of one among many competing versions
of an innovation. NASA’s most important contribution to technical progress,
outside space technology itself, has been as an active, general partner with
other high-tech institutions of society, pushing our scientific knowledge and
technical abilities forward along a broad front. Spinoff may properly be what
grammarians call a mass noun or uncountable noun—Ilike water, sand, and
space itself. Outside of metaphorical uses (e.g., the waters of Mesopotamia or
the sands of time), without the addition of a measuring unit (e.g., cubic light
years of space) water, sand, and space cannot be counted. Similarly, spinoffis a
general flow of technical progress, and to be grammatically correct one might
want to avoid speaking of “a spinoff” or “spinoffs.”
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This is really an epistemological, ontological, or social-scientific problem
more than a grammatical one, but it is aggravated by journalistic goals. In
1981 and again in 1986, I carried out brief pilot research at the Jet Propulsion
Laboratory looking at how the scientists and the scientifically sophisticated
journalists there attempted to make sense for the general public of the dis-
coveries made moment by moment as Voyager 2 encountered the planets
Saturn and Uranus. Every morning, in the Von Kdrmdn Auditorium, a panel
of experts presented the latest findings to a large audience of journalists, some
of whom were famous people but understood little about science. Every after-
noon, there was an informal discussion between perhaps a dozen very sophis-
ticated journalists and a few scientists, in which the two professional groups
struggled to find the right metaphors to communicate ideas broadly but accu-
rately. By the time the news was widely disseminated, it often resembled what
the public likes to think more than the technical reality.

News is about szories. A news story has protagonists who are specific indi-
viduals with names and faces. This is the way ordinary people think about
innovation. An individual artist or inventor innovates by creating a specific
thing, easy to see and describe. This prejudice reinforces the false stereotype
that the space program benefits society through a series of distinct inven-
tions. Unfortunately, the system of government patents and the goals of
corporate public relations also reinforce this dubious model of innovation.
How important really was Kissiah’s cochlear implant patent, or Yost’s work
on temper foam? It is hard to say, but it was interesting to see Australian and
French cochlear implant inventors promoted by competing companies, and
a mattress maker claiming its product came from the glamorous space pro-
gram rather than from a Swedish company’s research or efforts to improve the
crash-worthiness of airliner seats.

A corollary of spinoffs’ problematic nature is that the extent of NASA’s
contribution in each case is open to debate. If inventions came nicely pack-
aged in boxes, it would be easier to say who owned them. To NASA’s credit,
the annual Spinoff reports usually make it clear that a story is about a particu-
lar kind of heart pacemaker, associated with a particular company, rather than
claiming that NASA somehow invented the pacemaker itself. But it is also
true that some of the innovations described throughout this chapter have not
been very influential. The anti-shock trousers were a valiant attempt to help
people, and the people who worked on them deserve credit for their efforts.
But the particular innovation was not commercially successful, and the value
of applying general pressure to a shock victim’s lower body has come into seri-
ous question in medical circles. Three of the examples involve measurement
techniques: the bone density analyzer, the balance evaluation system, and the
impedance cardiograph. All three must be described as successes, but only the
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third appears to be very important. Even it has not gained full acceptance in
the medical community.

The Optacon reader for the blind helped thousands of people but, like so
many other technologies, was eventually superceded by better technologies.
This observation places the social science issues in an historical context again.
In many cases, the propitious time to develop an innovation and to use it may
come and go. Often, there are alternate ways of solving a problem, and one
or two gain temporary market dominance while others are kept on the shelf.
Awareness that there is one way of solving a problem may encourage engi-
neers to see another way. Thus a space-derived innovation that was technically
sound but could not compete with better-established methods can still be
judged a success by contributing to the general store of technical knowledge.

This raises the much more general question of the timeliness of medical
innovations coming from the space program. Here we may apply the astro-
nautical metaphor of a launch window. To reach certain goals in space, one
must launch neither too early nor too late but only during a limited span of
time. One historical example is the development of large liquid-fuel launch
vehicles in the 1950s mentioned earlier. Although best suited for spaceflight,
these engines were primarily developed for intercontinental ballistic missiles.
At the time, nuclear warheads were heavy, and the social movement promot-
ing spaceflight convinced government leaders that liquid fuels were the right
technology for missiles. So, large liquid-fuel vehicles were built that could
be adapted for spaceflight. But the early 1960s saw a shift back to solid fuel
rockets for military purposes as the warheads became lighter, the electronics
and other technologies became more eflicient, and the lesser maintenance
issues with solid fuels was given higher priority for military uses. Thus there
was a launch window roughly spanning the 1950s during which the military
was motivated to develop large liquid-fuel rocket technology that then could
transfer to space applications.'®

Many of the examples discussed here date from the early years of the space
program. During that launch window, NASA was developing space technol-
ogy almost from scratch, so it needed to innovate in many different areas.
That means that the opportunities for widely applicable innovations were
probably at their historical maximum. This chapter has been historical in
nature, so it has naturally emphasized earlier examples. But recent issues of
Spinoff cite some very old cases, so this observation is not entirely an artifact
of my research approach. Clearly, it would be interesting to see a quantitative
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study of the dates—for example, of patents or publications—of all spinoffs
in the NASA database. Logically, as NASA’s research emphasis changes over
time, the fields benefiting from technology transfer should shift as well.

One other question that arose in my research and probably deserves future
study concerns the role of fundamental biomedical research. The world’s
space programs have conducted a considerable amount of biological or medi-
cal research in orbit, but I did not happen to encounter an example of a
spinoff that came from the results of these studies. A systematic study of the
consequences of orbital biomedical research would be interesting in its own
right, but one might need to test the hypothesis that such research has drawn
on a wide range of fields of biology but really has not contributed to them
in return. The medical spinoffs listed in the spinoff database, and the subset
of them described here, are only indirectly related to biology. The chief cat-
egories they belong to are electrical engineering, mechanical engineering, and
materials science.

As part of my work at the National Science Foundation from 1999
through the present, I have had the opportunity to take a leading role in the
examination of the societal implications of nanotechnology and the remark-
able convergence of many fields that is uniting nanotechnology with biotech-
nology, information technology, and new technologies based on cognitive
science. In partnership with Mihail C. Roco and others, I have organized
conferences and edited books summarizing the insights of about 200 leading
scientists and engineers in these fields."® Their primary observation—that
most branches of technology are converging—applies well to several of the
innovations described in this chapter. They concern a biological organism,
the human body, but they involve not only knowledge of anatomy, physiol-
ogy, and neuroscience but also electronics, computing, and the proper selec-
tion of materials for electrodes, power supplies, and structural components.
This awareness reverses the problematic evaluation of the spinoff concept,
rendering it a virtue.
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In the biomedical area, NASA’s chief contribution cannot be packaged
neatly in distinct spinoff inventions. Rather, NASA has been an early and
active promoter of convergence itself. Bringing the separate branches of sci-
ence and engineering together strengthens all of them, at the small cost of
making it harder to tell a coherent story to the general public. If spinoff
stories are one of the best journalistic ways to communicate the benefits of
the space program, then it will need to be done responsibly. In my personal
judgment, NASA has been responsible over the years. Either in the Spinoff
stories themselves, in technical NASA publications on the same topics, or in
the help offered me by the current editor of Spinoff; I always found correct
information to place the innovation in a broader context, including the clues
that allowed me to find the other information reported here.

The general public has several misconceptions about NASA spinofs,
including having the impression that NASA developed innovations that it
either was not involved with or where it developed customized version of
things that already existed. On the Frequently Asked Questions page of its
“Scientific and Technical Information” Web site, NASA has attempted to cor-
rect some of these misperceptions.'® It denies any credit for Tang, Teflon,
and Velcro. For its own needs, NASA developed improved barcodes, quartz
clocks, and smoke detectors, which may have had some wider application,
but it claims no credit for their invention.

In 1980, a Harris poll asked about 640 adults living in Kentucky to judge
whether several things were results of “the space program.” Fully 48.1 per-
cent believed that Teflon was, compared with 37.4 percent who felt it was
not; the remaining 14.5 could not make up their minds. Overwhelmingly,
Kentuckians believed two direct applications were results of the space pro-
gram: weather prediction methods (86.3 percent) and satellite communica-
tions (88.1 percent). Seven other possible spinoffs got the following levels of
belief in ascending order: latex paint (27.0 percent), synthetic rubber (33.4),
microwave ovens (53.1 percent), push-button telephones (53.7), hand-held
calculators (57.6 percent), and rechargeable pacemakers (61.9). Clearly, the
public connects the space program with advances in electronics, and the
rechargeable pacemaker scores higher than any of the seven other spinoffs.'®

In conclusion, historians should appreciate spinoff stories because they
are one of the best ways to communicate the history of the space program
to members of the public who otherwise may be unaware of it. Quite apart
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from what they say about the spinoffs themselves, these stories inform people
about the early days of space exploration, when heavily instrumented animals
were sent into space before the Mercury astronauts, when Gemini prototyped
methodologies for the Apollo program, and when the vast complexity of the
Space Shuttle was being developed. If high-school students study American
history as a sequence of presidents, wars, and political reforms, in college they
can be introduced to scholarly history of the United States in all its breadth
and depth. So, too, spinoff stories are a good introduction to the history of
space exploration, especially if many students and members of the public can
be enticed to study the subject more deeply later on.






149

Chaprer 3

NASA’s ROLE IN THE MANUFACTURE OF
INTEGRATED CIRCUITS

Andrew J. Butrica

Introduction: The Legend

his chapter addresses a specific question: what was the role of NASA

in improving the manufacture of integrated circuits (ICs) during the
Apollo era? The answer to that question already is a well-known and accepted
fact. Indeed, not only has the Agency’s role in advancing integrated-circuit
production become recognized as fact, it has achieved the status of urban
legend through the attention showered on the Apollo program and, more
particularly, on a single project—the Apollo guidance and navigation com-
puters—and through the retelling of the story, most recently on the Internet,’
where the Apollo guidance computer has its own history Web site.

The key to the legendary impact of NASA electronics is the large number
of integrated circuits that the Agency bought for the Apollo program, or at
the very least for the Apollo guidance and navigation computers. Because
of the extraordinary number of integrated circuits that NASA bought for
that project, the Agency stimulated the commercialization of the integrated
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34570106 id=1 (accessed 17 November 2005); IEEE Virtual Museum, “Let’s Get Small:
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exhibit.php?id=159270&lid=1seq=3 (accessed 17 November 2005); John Roach, “Apollo
Anniversary: Moon Landing ‘Inspired World,” 16 July 2004, http://news. nationalgeographic.
com/news/2004/07/0714_040714_moonlanding_2.html (accessed 17 November 2005); Jim
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coml/grichar/grichar33.html (accessed 17 November 2005); Hum Mandell, “On a Mission,”
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circuit by bringing down their unit cost. According to Eldon C. Hall—who
helped to create the Apollo guidance computer—NASA bought more than
one million integrated circuits for the Apollo program between 1962 and
1967. As a result, between 1961 and 1965, the Apollo program became the
largest single consumer of integrated circuits. At least one Internet site echoes
Hall’s sanguine declaration by claiming that the first few prototypes of the
Apollo computers contained about two-thirds of all the integrated circuits in
the world.?

Other sources closer to the time period, however, assert that the pro-
curement numbers were smaller. For example, a November 1964 article in
Aviation Week stated that the number of integrated circuits that NASA had
purchased up to that date for the entire Apollo program (including more
than the guidance computers) was 200,000.* Furthermore, a 1965 internal
NASA Headquarters report stated that the Apollo navigation and guidance
computers used 150,000 “microcircuits.” Although these numbers from
1964 and 1965 do not represent the total purchased by 1967, when more
Apollo spacecraft and their computers went into production, one wonders
nonetheless how the total number of integrated circuits purchased for the
project reached a million. In the end, the number of integrated circuits that
NASA bought for the Apollo guidance computers—or for the entire Apollo
program—is not known with any certainty. The enormous procurement of
integrated circuits for the Apollo computers, Hall states, “provided the semi-
conductor industry with an incentive to develop the technologies that gave
birth to the integrated circuits common in modern electronics. Today, all
electronic equipment depends on the descendants of these semiconductor
chips. They are so common and plentiful that their origins are lost in a forgot-
ten history.”® The large procurement spurred industry to increase production,
which brought down the unit price paid by commercial consumers. NASA’s
role was limited to that of a buyer of a large number of integrated circuits for
the Apollo computers.

3. Eldon C. Hall, Journey to the Moon: The History of the Apollo Guidance Computer (Reston,
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quantities of integrated circuits for the Block I computers approached 200,000 by the
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5. NASA Headquarters, Electronic Systems Program Review, April 27, 1965 (Washington,
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Long before the publication of Hall’s rendition of the Apollo guidance
computer story, Herbert S. Kleiman laid out the same argument but in more
detail in his 1966 dissertation. Kleiman focused on the entire Apollo program
rather than just the guidance computers. While other parts of the Apollo
program used integrated circuits, he reflected, the guidance computer “has,
for several reasons, carried the greatest impact.” Citing a published 1964
statement that NASA so far had purchased 200,000 integrated circuits for
the Apollo program, and making a conservative price estimate of $20 each,
he concluded, “It is easy to realize the salutary effects which this purchase
conveyed for the other IC [integrated circuit] products being offered by the
firms involved.””

In the spring of 1964, Kleiman points out, Fairchild Semiconductor—the
supplier of the “major share” of the Apollo program integrated circuits—
announced “the first off-the-shelf integrated-circuit product line directly
aimed at stimulating the non-military, non-space market.” He argues that it
was highly unlikely that the firm could have made this move if it did not have
NASA support for its higher-priced integrated circuits. At the least, the firm’s
ability to offer the commercial products “was facilitated by the significant
NASA support it had.”® In short, NASA’s large procurements of integrated
circuits for the Apollo program accelerated the acceptance of integrated cir-
cuits as a commercial product. Kleiman’s argument for NASA’s role goes
beyond just the influence of falling unit prices into the area of psychology.
The Agency’s decision to use integrated circuits “must have been a powerful
stimulus on systems designers who were still ‘on the fence’ whether to include
the IC devices in their own designs,” especially because NASA was using
them “for the most important mission of the whole space program” and “in a
critical area where electronic failure was probably equivalent to mission fail-
ure or at least a diminution of mission effectiveness.” But, Kleiman admits,
the influence of this decision is “impossible to measure.” The psychological
impact of NASA’s decision was to allay the fears of those in industry who were
hesitant about the future of the technology.’
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More recently, historian Leslie Berlin has looked again at the initial resis-
tance to the use of integrated circuits. Many engineers, designers, and pur-
chasing agents feared that integrated circuits would put them out of work
because they perceived their jobs as depending on circuits created from off-
the-shelf transistors, resistors, and capacitors. Also, if the manufacturers of
integrated circuits designed and built the circuits themselves, engineers at
the customer companies feared that they would have nothing to do. If the
customer for the integrated circuit was the design engineer, why would a
design engineer with 25 years of experience want a circuit designed by a
30-year-old employee of an integrated-circuit manufacturing firm? Finally,
she notes, some detractors were concerned that even though silicon was ideal
for making transistors, better materials than silicon were available for making
resistors and capacitors. Making them out of silicon, they worried, might
degrade a circuit’s overall performance.'

Along with Apollo, an equally pioneering application of integrated cir-
cuits was the Air Force’s Advanced Minuteman Missile program, which
was the earliest military use of integrated circuits. The decision to build the
Apollo guidance computers with integrated circuits preceded the announce-
ment in December 1962 that the Minuteman II missile would incorporate
integrated circuits. Its guidance and control system used about 3,000 inte-
grated circuits, with almost 2,000 of them going into the computer.!" Jerome
Kraus, in his 1973 study of the semiconductor industry, characterized the
Minuteman decision to use integrated circuits as being crucial for promoting
their commercial use because it meant paying Texas Instruments $1.2 mil-
lion, Westinghouse $300,000, and RCA $300,000 for integrated circuits. By
1965, shortly after the first flight of the Minuteman II in September 1964,
the missile production rate was up to six or seven per week—a schedule that
called for Texas Instruments, Westinghouse, and RCA to supply more than
4,000 integrated circuits every week.'? The total number of integrated circuits
purchased for the Minuteman II is not known, yet one wonders whether the
Minuteman or Apollo used more of them.
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11. Kleiman, “Integrated Circuit,” p. 210; Donald MacKenzie, Inventing Accuracy: A
Historical Sociology of Nuclear Missile Guidance (Cambridge: MIT, 1990), pp. 206-207;
and Roy Neal, Ace in the Hole: The Story of the Minuteman Missile (Garden City, NY:
Doubleday, 1962).

12. Jerome Kraus, “An Economic Study of the U.S. Semiconductor Industry,” Ph.D. thesis,
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More to the point, was the military or NASA a larger consumer of inte-
grated circuits during this crucial period in the history of the integrated cir-
cuit? Their relative market shares—and by extension their relative influence
on the development of the integrated circuit—is not knowable because of
the organization of the available data. When the Department of Commerce’s
Business and Defense Services Administration tabulated the quantity and
dollar value of semiconductors consumed in the United States, it used only
two categories: “defense” and “non-defense.” Starting in 1959, the “defense”
category included the Defense Department, the Atomic Energy Commission,
the Central Intelligence Agency, the Federal Aviation Administration, and
NASA. Furthermore, errors inevitably crept into the numbers. The adminis-
tration’s quarterly survey asked manufacturers to indicate whether shipments
were for defense or nondefense customers, but producers did not know the
ultimate consumer of their products.”® Despite the difficulties in providing
a quantitative measure of the relative roles of the military (mostly through
the Minuteman II) and the civilian space Agency (mainly the Apollo pro-
gram), the historian Paul E. Ceruzzi has provided a qualitative assessment. He
wrote, “The current ‘revolution” in microelectronics thus owes a lot to both
the Minuteman and the Apollo programs. The Minuteman was first; it used
integrated circuits in a critical application only a few years after they were
invented. Apollo took the next and equally critical step; it was designed from
the start to exploit the advantages of integrated logic.”"*

In order to understand better the argument that NASA (or the military
for that matter) primed the production pump that would cause integrated
circuits to begin flowing into commercial applications, we first must con-
sider the history of the price paid for microcircuits. Manufacturers, of course,
had begun producing integrated circuits in 1961, before either the Apollo
or Minuteman decisions to use them. In 1961, only two companies made
integrated circuits: Fairchild Semiconductor and Texas Instruments. At first,
both companies offered integrated circuits to only their military customers,
but in March 1961, Fairchild introduced a series of six compatible Micrologic
Elements and began selling them to NASA and commercial clients for $120
each. By summer, the company was manufacturing hundreds of units per
week as their unit price dropped below $100 for lots of more than a thou-
sand. In October 1961, Texas Instruments brought out a comprehensive
array of its Series 51 Solid Circuits and sold them at even lower prices. By the
end of 1961, Fairchild had sold fewer than $500,000 of its Micrologic devices
at about $100 apiece. Texas Instruments was having such problems selling

13. Kraus, “Economic Study of the U.S. Semiconductor Industry,” pp. 89-91.
14. Ceruzzi, History of Modern Computing, p. 188.
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integrated circuits that it cut prices from $435 to $76 in 90 days, but with
lictle effect. Integrated circuits bought for the Apollo guidance computer in
1962 in lots of a thousand or more from Fairchild fell from $31.10 to $20.00
to $11.25 per unit between May and October, but a purchase of 3,000 in
April 1963 cost $15.00 each.”

Despite these dramatic price reductions from the 1961 highs, the wide-
spread commercial application of integrated circuits did not take place. As
Berlin has explained, customers did not object to these prices per se. The
real issue was their cost compared to the cost of buying the individual com-
ponents that each integrated circuit virtually contained. That cost often was
as much as 50 times more than just buying the parts. The size, weight, and
volume advantages of integrated circuits did not outweigh this cost factor.'®
The breakthrough, according to Berlin and historian Christophe Lécuyer,
took place in the spring of 1964, when Fairchild began selling Micrologic
flip-flop integrated circuits for less than the cost of the discrete components
needed to build an equivalent circuit and for less than the manufacturing cost
of the integrated circuit. The goal of the price cut was to stimulate demand for
integrated circuits and, consequently, to create a commercial market for them
by making them cheaper than equivalent circuits made of individual diodes,
transistors, capacitors, and resistors. The price cuts would lure businesses that
were more aware of parts prices than military contractors. Lécuyer points out
additionally that Fairchild already had used this price-cutting approach rather
effectively in the transistor business just a few years before. By assembling
components in Hong Kong, Fairchild Semiconductor could lower its transis-
tor prices, which in turn enabled the company to sell them for computer and
consumer-electronics applications."”

As a result of Fairchild’s bold move, in less than a year the demand for
microcircuits expanded dramatically, and Fairchild received a single order for
500,000 integrated circuits—the equivalent, according to Berlin, of 20 per-
cent of the entire industry’s output for the previous year. One year later, in
1966, computer maker Burroughs placed an order for 20 million integrated
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circuits with Fairchild.'® In comparison to these quantities, the procurements
of integrated circuits for the Apollo and Minuteman programs seem dimin-
utive. Instead of counting acquisition numbers, Lécuyer and Berlin define
the takeoff point for the commercialization of integrated circuits as a busi-
ness decision. The Apollo and Minuteman decisions are clearly not part of
their argument.

In all of these accounts (and others not mentioned here), NASA’s role
was limited to that of a consumer of industrial products. Is this an accurate
portrayal of the Agency’s role? Did NASA, for example, contribute to the
improvement of manufacturing processes through research and development?
Kleiman, for one, concludes that as a sponsor of research and development,
NASA had “the least impact upon the advancement of the IC technology” for
two reasons: the level of the funding and the nature of the programs being
sponsored. Looking at funding levels, NASA’s role as a sponsor of integrated-
circuit research and development was “insignificant” and “slight” compared
with that of the Air Force. Holding back the Agency’s ability to have more
than just a minor impact were its “special and peculiar needs.” NASA put a
high value on reliability as well as reduced size, low weight, and light power
consumption. The Armed Forces desired these characteristics to a lesser degree,
and they were of only slight concern in industrial or consumer applications."

This chapter hopes to transcend the legend and the literature by taking
a fresh look at NASA’s Apollo-era electronics research. It begins with back-
ground sections on integrated circuits and their societal impact, on the his-
tory of the transistor and the integrated circuit, and finally on the rise of the
integrated-circuit industry.

Background
What Is an Integrated Circuit?

Integrated circuits are tiny electronic devices about one centimeter square
that contain at least two electronic components (such as transistors, diodes,
resistors, and capacitors) and the connections required to form a circuit. A
typical integrated circuit today might contain millions of interconnected
components. Integrated circuits are manufactured in large batches on a
watfer traditionally consisting of a slice of pure crystalline silicon. The best-
known example of an integrated circuit, also known as a chip, is the micro-
processor that is at the heart of every modern computer. They serve in a

18. Berlin, Man Behind the Microchip, p. 139.
19. Kleiman, “Integrated Circuit,” 209.
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spectrum of electronic hardware from computers and cellular phones to digi-
tal microwave ovens.

The integrated circuit challenged the rising supremacy of the transistor,
which, following its invention, began to vie with existing electronic tech-
nology—namely the vacuum tube. Because the integrated circuit contained
multiple components (each the equivalent of a vacuum tube)—plus their
associated capacitors, resistors, and interconnecting conductors—in a single
miniature device, the new technology quickly made vacuum tubes obsoles-
cent. Integrated circuits offered small size, reliability, fast-switching speeds,
low power consumption, mass production capability, and ease of adding
complexity that exceeded the features and advantages of vacuum tubes and
eventually transistors as well.

The Societal Importance of Integrated Circuits

The advent and subsequent ubiquity of the integrated circuit have become
an integral part of what has been called the third industrial revolution.*
Because they are found almost everywhere in electronic devices as well as
in home appliances (dishwashers, refrigerators), automobiles (airbag sen-
sors, engine management, and controls for doors, lighting, seats, heating,
air-conditioning, and emissions), cellular telephones, and numerous other
applications, the integrated circuit has achieved enormous social, economic,
and technological importance. Their usage in computers as tiny microproces-
sors made possible tremendous reductions in computer size and cost, which
consequently made computers far more available for previously unimagined
uses. The gradual shrinking of computers until they fit in a pocket-size cel-
lular telephone has been just one of the enormous societal impacts of the
integrated circuit.

Integrated circuits, however, have done more than just solve technologi-
cal problems; they actually have changed the way that engineers designed
electrical circuits. As historian Berlin has argued, many engineers, designers,
and purchasing agents feared that integrated circuits would put them out of
work, and rightly so. Eventually, the integrated circuit and computer-aided
design would revolutionize both how electronics engineers performed their

20. One of the oldest works on the so-called third industrial revolution is G. Harry Stine,
The Third Industrial Revolution (New York: Putnam, 1975). See also Joseph Finkelstein,
ed., Windows on a New World: The Third Industrial Revolution (New York: Greenwood
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Inequality (Washington, DC: AEI Press, 1997).
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jobs and the very nature of electrical engineering education.”' Engineers had
grown accustomed to creating circuits with a minimum of transistors and
diodes because they were relatively more expensive than resistors and capaci-
tors. But, as it turned out, transistors and diodes were both smaller and easier
to put on an integrated circuit than resistors or diodes. The result was that the
circuits most adaptable to integration were digital circuits, with many tran-
sistors performing “yes-no” or “on-off” logic functions. Because these logic
circuits were fundamental to building computers, the integrated circuit not
only made truly small computers possible, it actually encouraged engineers to
look for digital solutions to design problems.*

History
Invention of the Transistor

To understand the history of the integrated circuit, one first must consider
the invention of the transistor because so many of the techniques developed
to manufacture transistors were the same techniques used later to fabricate
integrated circuits. Before the integrated circuit came along, the chief semi-
conductor products were transistors and diodes. Although solid-state diodes
were manufactured at least as early as World War I1, the semiconductor indus-
try did not begin its rapid development until the invention of the transistor.
The invention of the transistor, once believed to have had a single point of
origin, is no longer a straightforward story. Indeed, the pioneer of the transis-
tor appears to have been a professor at the University of Leipzig working well
before World War II, while investigators in France following the war also have
an apparently valid claim to the title of inventor of the transistor.”

During the early 1920s, Julius E. Lilienfeld, a Polish-born professor of
physics at the University of Leipzig, conducted experiments with roentgen
radiation that contributed to the development of the x-ray tube and collabo-
rated with Count Ferdinand von Zeppelin on the design of hydrogen-filled
dirigibles. As early as 1926, Lilienfeld had applied for several patents for a
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complex device remarkably akin to a transistor,” a multilayer structure con-
sisting of metallic and semiconductor layers. Whether the device could have
worked is an interesting question that has cropped up from time to time.
Lilienfeld, however, appears to have lacked the resources to develop his ideas.
He became a U.S. citizen after leaving Germany for the Virgin Islands in
1935, at which time he retired from active research. Still, his patents had an
impact on future developments, for they hindered the patenting of transistor
technology by researchers at Bell Telephone Laboratories many years later.”

The invention of the point-contact transistor in 1947 by John Bardeen
and Walter H. Brattain with William Shockley is a story that has been told
many times and in many ways. Beginning in the 1930s, researchers at the
Bell Telephone Laboratories in Murray Hill, New Jersey, started looking for a
solid-state amplifier to replace the multitude of electromechanical relays that
formed the backbone of the telephone company’s nationwide network of tele-
phone lines. In the course of that research, Bardeen, Brattain, and Shockley
jointly discovered the so-called transistor effect while studying the properties
of the semiconductor germanium. As a result, in 1947, Bardeen and Brattain
constructed a crude transistor apparatus (a so-called point contact transis-
tor) that demonstrated the transistor effect and earned them the Nobel Prize
in 1956.%

Bell Telephone Laboratories sent samples of this so-called Type A tran-
sistor to military, government, corporate, and university laboratories, while
Western Electric offered to license all comers for its transistor patents on
payment of a $25,000 advance royalty, an offer made as government anti-
trust lawyers filed a suit in 1949 seeking to separate American Telephone
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& Telegraph from its manufacturing arm—Western Electric—while also
dealing with the Bell telephone patents.” The transistor’s technological prob-
lem was how to manufacture a more rugged version in large numbers. The
solution came with the invention of the junction transistor, a more practical
form of the transistor announced by Bell Telephone Laboratories on 4 July
1951. It featured many advantages over the point-contact transistor: lower
power consumption, more efficient signal amplification, and less waste heat.
Meanwhile, the point-contact transistor went into production at Western
Electric, and in 1952 it entered service in telephone switching equipment.”®

Throughout the 1950s, the company manufactured both point and junc-
tion transistors, but junction transistors showed more potential. Bell transis-
tor patents at the same time came under legal and technological fire. The
Radio Corporation of America (RCA) had a cross-licensing deal in electronics
with Western Electric. Like Bell, RCA was under a Justice Department inves-
tigation that culminated in the filing of an antitrust suit in 1954. RCA—
thanks to its cross-licensing arrangement with Western Electric—offered the
Bell patents without requiring deposits as advance royalty payments. The Bell
transistor also faced a technological challenge from John Saby’s fabrication
of an alloy-junction transistor at General Electric’s Schenectady, New York,
laboratory in 1951, which RCA quickly adapted for mass production.”

The transistors in question were made out of germanium, not silicon.
Transistors, diodes, and integrated circuits eventually would be created out
of silicon, not germanium. Silicon was much harder to work with than ger-
manium because of its higher melting point, higher chemical reactivity, and
other challenging characteristics. In February 1951, Gordon Teal of Texas
Instruments achieved a breakthrough when he managed to grow individual
silicon crystals and form p-n junctions, but he did not succeed in creating
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silicon transistors until 1954. These became the first commercially available
grown-junction silicon transistors.*’

A key new transistor manufacturing process developed around this time
by both General Electric and Bell Telephone Laboratories simultaneously was
the diffusion technique. Later it would be vital to the invention and manu-
facture of integrated circuits. The diffusion process allowed an impurity to
diffuse into a semiconductor when they were in a vapor state, and the degree
of diffusion into the semiconductor could be controlled by regulating the
furnace time and temperature of the process. The addition of complex photo-
lithographic procedures allowed manufacturers to imprint intricate mask pat-
terns on the semiconductor so that diffusion took place only in the selected
areas. The resulting transistor performed better at higher frequencies and was
more reliable.”!

Fairchild Semiconductor, Motorola, and Texas Instruments also produced
transistors using the so-called “mesa” technique developed at Bell Telephone
Laboratories. The technique was so named because the transistors looked like
miniature mesas of the American Southwest. It involved etching a tiny pla-
teau (the “mesa”) on the surface of a germanium or silicon wafer. After dif-
fusing a layer or two of dopants just beneath this surface, technicians applied
a patch of inert material (such as wax) on it and treated the surface with a
strong acid. The acid dissolved the semiconductor everywhere except under
the patch. Assemblers attached two fine, closely spaced wires to the top of the
resulting flat-topped protrusion, and a third lead was fastened to the bottom
layer.?? The mesa transistor had many advantages in addition to the ease with
which operators could regulate the thickness of its base region. It worked in
the high-frequency range. It was rugged. It dissipated heat readily. Because
one could manufacture them in batches to a degree, they were inexpensive
to produce. Some serious disadvantages common to transistors remained,
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however. For example, electrical connections still had to be made by hand—a
procedure that was both slow and expensive.”

To resolve the shortcomings of the mesa technique, Jean Hoerni, one of
the founders of Fairchild Semiconductor, invented the planar process. The
word “planar” suggested flatness, in contrast to the mesa’s elevated profile.
Hoerni suggested creating a protective icing layer of silicon dioxide around
the transistor. This layer allowed manufacturers to control the dopants that
reached below the silicon dioxide icing. For instance, it would allow gallium
to diffuse through the layer while stopping phosphorus and other select dop-
ants. The planar process entailed repeating three basis steps. First, oxidation
created a mask over the wafer. Next, a photolithographic procedure opened
up “windows” in selected parts of the oxide layer. Finally, impurities were dif-
fused into the exposed silicon. Operators repeated the sequence so that diffu-
sion layers of impurities could be inserted exactly where needed.**

The planar process worked with silicon but not germanium, which was
incapable of maintaining a silicon oxide layer. When combined with photoli-
thography—which provided a means for creating extremely fine, delicate pat-
terns with tiny features smaller than one-thousandth of an inch across—the
planar process offered a wealth of new manufacturing possibilities. As a result,
by 1963, 30 firms were using the planar process to make silicon transistors or
integrated circuits.”

Another key transistor fabrication process was epitaxial deposition.
Developed in 1960 by Bell Telephone Laboratories, it involved depositing a
single crystal layer using silicon vapor on a crystalline substrate. Components
could be formed in the deposited silicon by planar diffusion without inter-
fering with the substrate. As a result, the substrate contributed mechanical
strength to the device without undesirable electrical characteristics. Before
the advent of epitaxial deposition, the semiconductor industry started with
a crystal as pure as needed in the initial stage, then added impurities at each
step in a controlled manner. The new Bell method of manufacturing transis-
tors used single crystals grown from the gas phase with controlled impurity
levels—that is, the desired impurities were introduced as the silicon crystals
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were being formed. It also offered the unique advantage of the ability to grow
very thin regions of controlled purity.*

One of the most important and pervasive transistor—and, later, integrated-
circuit—fabrication processes was photolithography. This multiple-stage pro-
cess is repeated over and over as many times as necessary to make a given
transistor or integrated circuit. Essentially, it involves transferring a pat-
tern—an intricate design of minute geometric shapes representing electronic
components and circuit connections on a template (called a “mask”)—to the
surface of a silicon wafer. The term “photolithography” combines the con-
cepts and processes of both photography and lithography. Lithography (liter-
ally “writing on stone”), a printing process invented by the Bavarian actor
and playwright Alois Senefelder in 1798, is based on the fundamental fact
that oil and water repel each other. A lithographer draws or paints designs
on specially prepared limestone with greasy ink or crayons. When the stone
is moistened with water, the areas of the stone not covered by ink or crayon
absorb moisture. Then an oily ink is applied with a roller, and this ink adheres
only to the drawing because the damp parts of the stone repel the ink. Finally,
a print is made by pressing paper against the inked drawing.’’

Photolithography, as the name implies, combines lithography with the
technology of photography. This multiple-stage process is repeated as many
times as necessary to make a given chip. As in lithography, the technique
transfers a pattern—in this case, an intricate design of minute geometric
shapes on a template (called a mask)—to the surface of the silicon wafer.
A different mask might be used each time that the process repeats. The first
step in photolithography is deposition, in which an insulating layer (usually
of silicon dioxide) is grown or deposited on the slice of silicon. Its purpose is
to create a barrier layer on the wafer’s silicon substrate that can be patterned
to form circuit elements using photolithography. After the formation of this
silicon-dioxide layer, a chemical called a photoresist is applied to the wafer’s
surface. The photoresist acts much like the oily crayons and ink (or the water)
in lithography, depending on whether they are positive or negative.

A positive photoresist is exposed to ultraviolet (UV) light wherever the
underlying material is to be removed. The ultraviolet light changes the
chemical structure of the photoresist so that it becomes more soluble in
the developer. The action of sunlight on photographic emulsion is similar.
The developer solution then washes away the exposed photoresist, leaving

36. Braun and MacDonald, Revolution in Miniature, p. 86; Dummer, Electronic Inventions,
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Devices,” Proceedings of the IRE 50, no. 5 (May 1962): 1030-1031.

37. See Wilhelm Weber, A History of Lithography (New York: McGraw-Hill, 1966).
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windows of the bare underlying material. With the use of a positive photore-
sist, the mask contains an exact copy of the pattern that is to remain on the
wafer. Negative photoresists operate in just the opposite way. Exposure to
ultraviolet light causes the negative photoresist to become polymerized and
consequently more difficult to dissolve. The negative photoresist remains on
the surface wherever it is exposed, and the developer solution removes only
the unexposed portions. Negative photoresist masks, as a result, contain the
inverse (or photographic negative) of the pattern to be transferred. Negative
photoresists were popular in the early history of integrated circuit processing,
but positive photoresists gradually became more widely used because they
offered better control of the process for small geometrical features.

Following the application of the photoresist, the integrated circuit is
heated in a process called soft-baking. This process is critical because it causes
the photoresist layer to become photosensitive. Soft-baking for too long or
for not long enough renders the wafer incapable of being made into a batch
of integrated circuits. The next step—called mask alignment—is equally
crucial. A mask (also called a photomask) is a square glass plate with a pat-
terned emulsion of metal film on one side. The mask is aligned with the
wafer so that the pattern can be transferred onto the wafer surface. Once
the mask is aligned accurately with the pattern on the wafer’s surface, the
photoresist is exposed through the pattern on the mask with a high-intensity
ultraviolet light.

There are three primary exposure methods: contact, proximity, and pro-
jection. In contact printing, the photoresist-coated silicon wafer comes into
physical contact with the glass mask and is exposed to ultraviolet light.
This physical contact permits very high resolutions—finely detailed cir-
cuit designs—but debris trapped between the photoresist and the mask
can damage the mask and cause defects in the pattern. Proximity printing
attempts to minimize those defects. It is similar to contact printing except
that a small gap, 10 to 25 microns wide, is maintained between the wafer and
the mask during exposure. The gap minimizes (but does not necessarily elimi-
nate) mask damage. However, it yields lower resolutions, with the result that
fewer components can be placed on a given chip. Projection printing avoids
mask damage entirely. An image of the pattern on the mask is projected onto
the resist-coated wafer, which is many centimeters away. To achieve high reso-
lution, only a small portion of the mask is imaged at a time. This small image
field is scanned over the surface of the wafer. Resolutions can be competitive
(but not equal to) contact printing.

The final stages of photolithography are development (much like pho-
tographic development) followed by hard-baking. This last step is necessary
to harden the photoresist and to improve adhesion of the photoresist to the
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wafer surface. The various stages of photolithography are repeated numerous
times, building up the wafer microscopic layer by microscopic layer, until the
final integrated circuit design is achieved.

Transistor Industry

Thanks to continual development of fresh manufacturing methods, the
price of transistors fell throughout the 1950s and 1960s. The transistor that
Fairchild Semiconductor sold for $150 in February 1958 (the 2N697), for
example, sold for $28.50 in September 1959 and sold for less than 10 cents
in the mid-1960s. Simultaneously, the number of transistors sold ballooned.
Between 1954 and 1956, for instance, 17 million germanium and 11 mil-
lion silicon transistors were sold in the United States, altogether worth about
$55 million. In 1957, the 10th anniversary of the invention of the transis-
tor, U.S. production of the device was at 30 million per year, with 5 mil-
lion being made by Western Electric alone. The average cost had fallen to a
dollar or two each, and annual sales topped $100 million.*® Data gathered
by the Electronic Industries Association bears out the dramatic expansion of
the transistor industry. From 1954 to 1960, the compounded yearly growth
rate of the transistor business was nearly 100 percent—that is, each year,
on average, the total revenue from transistor sales nearly doubled. For the
electronics industry in toto, the rate was only about half that at nearly 50 per-
cent. In 1954, transistors brought in one-eighth the amount derived from
the sales of diodes and rectifiers, but in 1960 that ratio changed in favor
of the transistor to about 1.3:1. The change was apparent already in 1959,
when transistors alone accounted for slightly more than half of the industry’s
$400 million sales. The electronics industry now was advancing on the back
of the transistor.”’

The number of companies making transistors also increased during the
1950s, and many formed solely to manufacture transistors. For example,
William Shockley and Arnold Beckman, the latter already wealthy from
the manufacture of a pH meter of his invention, formed the Shockley
Semiconductor Laboratory in February 1956. The next year, eight Shockley
employees left to set up their own company—Fairchild Semiconductor—
with financing from Fairchild Camera and Instruments of New York City,
which was winning a growing number of satellite and missile contracts. The

38. Kraus, “Economic Study of the U.S. Semiconductor Industry,” pp. 153—154; Kleiman,
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pattern of employees leaving one company to set up their own repeated
throughout the semiconductor industry (but especially at Fairchild, giving
birth to the term “Fairchildren”), multiplying the number of manufacturers.
In 1951, four companies in the United States made transistors for the com-
mercial market. By 1952, there were 8; by 1953, 15; and by 1956, no fewer
than 26. In 1953, eight of the companies making transistors had been major
manufacturers of vacuum tubes: General Electric, RCA, Sylvania, Raytheon,
Philco, Columbia Broadcasting System (CBS), Tung-Sol, and Westinghouse.
The remaining seven were Western Electric, Motorola, Texas Instruments,
and four other new companies founded specifically to make transistors, such
as Germanium Products.*

The largest consumer of transistors was the Defense Department.
When Western Electric began manufacturing transistors for Bell Telephone
Laboratories, the company had four wealthy customers: the three military
services and AT&T. In 1952, for example, the military purchased almost the
entire output of 90,000 transistors from Western Electric. These early tran-
sistors were very expensive and did not contribute to any kind of electronic
miracle. The history of the integrated circuit would mirror this early growth
phase. Even though transistor unit prices were at their highest, manufactur-
ers could count on the military as a reliable customer at prices that would
not find takers in the civilian sector. The military was an ideal customer for
transistors under these market conditions because they were concerned more
with availability, reliability, and technical performance than with price. In
addition, the armed forces were voracious consumers of transistors. A single
missile might carry as many as 6,000 of them, and its control equipment
might contain tens of thousands more.*!

Between 1952 and 1964, the Defense Department injected some $50 mil-
lion into the U.S. semiconductor industry, most of it applied to improve
production conditions. As early as 1951, to improve the manufacture of tran-
sistors, the three services assigned responsibility for overseeing the improve-
ment of military transistor production to the Army’s Signal Corps. The goal
was to increase the availability of the transistor, reduce its cost, and improve
its performance and reliability. Thus, most of the defense electronics money
distributed to industry was in the form of production improvement contracts
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rather than research and development funds. The first of these contracts were
signed in 1952 with Western Electric, General Electric, Raytheon, Sylvania,
and RCA. By the early 1960s, when overproduction was eroding manufac-
turing prices and profits, the only protection that many firms had was to use
the extra capacity imposed by the military to manufacture yet more devices,
compensating for low unit prices by raising supplies.*?

With the creation of NASA in 1958, the civilian space Agency soon
became a significant buyer of transistors. The start of the lunar landing effort
provided the semiconductor industry with a user whose demands for quality
as well as quantity resulted in further growth. Still, in 1963 the armed ser-
vices continued to dominate the transistor marketplace. The greatest demand
came from the Air Force, followed by NASA; both were concerned particu-
larly with reliability and reducing size and weight. The combined value of
transistors purchased for aircraft ($22.8 million) and missiles ($20.3 million)
exceeded the value of transistors bought for space applications ($33.0 mil-
lion). The military market peaked around 1960, when the armed forces
consumed nearly half the value of all semiconductor shipments made. But
although military purchases outdistanced other purchases in dollar amounts,
they did not represent the largest quantities bought. This discrepancy arose
from the military’s demand for the newest components and for those that
would meet rigorous specifications, which would have been the most expen-
sive items available.®

Despite the military’s preponderant position in the transistor and solid-
state electronics marketplace, commercial demand for transistors outside of
AT&T began to build during the middle of the 1950s. The first commercial
use of transistors, of course, was in such company equipment as rural tele-
phone carrier amplifiers and headset amplifiers for operators. Another early
application was the transistorized hearing aid, which first appeared in 1952.
In honor of their namesake, Alexander Graham Bell, a lifelong advocate for
the hearing impaired, Bell Telephone Laboratories waived the patent royalties
for these hearing aids. Selling transistors for hearing aids was the applica-
tion that launched Texas Instruments—future manufacturer and inventor of
integrated circuits—into the commercial market.* In 1954, however, that
firm’s military business was beginning to falter, and Texas Instruments sought
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a new commercial market for its transistors. Through a joint venture with
the Regency Division of Industrial Development Engineering Associates
(IDEA), the Texas-based company entered production of so-called transistor
radios using germanium components. As a result, the first commercial tran-
sistor radio, the Regency TR1, hit the market in October 1954, and Texas
Instruments subsequently became the main supplier of transistors to the
major radio manufacturers: Admiral, Motorola, RCA, and Zenith.”

Shortly after the appearance of the transistor radio, new commercial appli-
cations for the transistor emerged. In 1954, IBM announced that it would
no longer use vacuum tubes in its computers. Nonetheless, the first com-
mercial use of semiconductors in computers was probably the Remington
Rand Univac in 1953. The first completely transistorized general purpose
digital computer—IBM’s 608—used thousands of transistors, which reduced
its volume by 50 percent and decreased its power consumption by an impres-
sive 90 percent. Eventually even small computers would have a thousand or
more transistors. Phonographs, dictating machines, pocket pagers, automo-
bile radios and fuel-injection systems, clocks, watches, toys, and transistor-
ized TV sets soon followed, as did such NASA applications as the Explorer
and Vanguard satellites.

The Integrated Circuit

Despite the proliferation of transistor applications and sales, these tiny devices
still had serious flaws that held back their adoption. Early on, a critical prob-
lem was the large number of useless transistors on each wafer—commonly
about 20 percent of a batch. With time, however, the transistor’s Achilles” heel
became apparent. Each transistor had to be connected manually—soldered
in place—with two or three tiny wires. Other components—diodes, resistors,
and capacitors—required manual soldering as well. Mistakes, imperfections,
and electrical shorts inevitably resulted. As long as each part had to be made,
tested, packed, shipped, unpacked, retested, and connected to other parts,
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it would be the sheer individuality of components rather than technical or
production limitations that would constrain semiconductor improvement. In
the end, no matter how reliable the individual components were, ultimately
they were only as reliable as the joints connecting them and the manual meth-
ods used for wiring circuits. Of course, the need for interconnections grew
as circuitry complexity increased, with the result that the chance of failures
caused by soldering also escalated.?

The solution was the integrated circuit. Integrated circuits perform the
functions of several discrete components (transistors, diodes, capacitors, resis-
tors) and incorporate all necessary interconnections into a single device. The
term “monolithic” integrated circuit—common in the 1960s—referred to
the fabrication of the entire device from a single (“mono”) crystal (“lith”).
With the invention of the integrated circuit, manufacturers could go from
batch production of individual components to batch fabrication of entire
circuits on a single wafer. Even more importantly, microcircuits required no
postproduction soldering of wires between components.

The invention of the integrated circuit as both a concept and a device
can be understood only within the context of a larger research framework—
namely, the search for miniaturized electronics that began after World War IT
with the invention of the transistor. Miniaturization subsumed a range of
technological solutions that sought to make everything smaller, lighter, and
less hungry for power. Miniaturization meant diminutive light bulbs and
switches; tiny probes to record a person’s pulse, blood pressure, respiration,
and temperature; and even little vacuum tubes.*® Throughout the 1950s,
researchers searched for a variety of solid-state solutions to electronics minia-
turization. One of the major contenders was thin-film technology, in which
deposited films of controlled properties and thickness were used to form mul-
tilayer electronic circuit elements such as capacitors and resistors. A limiting
factor to the technology was the inability to form transistors. The focus of
the armed services was on manufacturing methods (packaging, automation)
that yielded prefabricated (prefab) modules. Strictly speaking, they were not
forerunners to the integrated circuit, whose invention addressed the central
challenge of the interconnection of solid-state components, but scholars
nevertheless include them in their histories of that device. Their description,
therefore, is included in the following discussion of the origins of the inte-
grated circuit.
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Military Concepts

One of the oldest of these military programs was the Navy Bureau of
Aeronautics’ Project Tinkertoy, started in 1950 at the National Bureau of
Standards. The goal of Project Tinkertoy was the automatic assembly and
inspection of circuit components in a modular package. Silk-screen printing
techniques formed resistors and capacitors (but not diodes or transistors) over
printed wiring on steatite*’ ceramic wafers 22 millimeters (78 inch) square and
1.5 millimeters (V16 inch) thick. Four to six of these wafers were automatically
selected, stacked, and joined mechanically and electrically in a stack. Next,
machine-soldered riser wires were attached at notches along the sides of each
wafer. The resulting module generally had a tube socket on the top wafer.
The program was directed toward high production of electronic equipment,
and a disproportionate amount of the available funds went toward develop-
ing mass-production machinery, leaving a number of technical and reliability
problems unsolved.”

The Navy had spent almost $5 million on Tinkertoy when the project
came to a halt upon the disclosure in September 1953 that the entire scheme
was founded on vacuum tube technology, not transistors. At one point,
ACF Industries attempted to develop a commercial version of Tinkertoy in
a program called Compac (for component package) and invested more than
$1 million of its own money. Although the Tinkertoy modular approach to
electronics packaging found its way into production items, it faded in the
late 1950s as the transistor began to replace the vacuum tube. Transistors and
printed wiring came into widespread use toward the end of the program and
offered far greater potential volume reduction.”!
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Attempting to retain the good features of the Tinkertoy approach and to
create a transistorized version of Tinkertoy, the Army’s Signal Corps initiated
its Micromodule®® program in partnership with RCA. The Micromodule con-
cept was an approach to miniaturization that included transistors along with
printed circuits, dip soldering, and modular construction. The Micromodule
program attempted to make connections in a uniform, reliable, mass-
producible fashion akin to the printed-circuit boards that became common-
place following World War II. Utilizing multiple component logic wafers,
groups of 12 to 18 wafers were mounted vertically with a thin insulating
material between them. The Micromodule process combined high-density
packaging, machine assembly, and modular design. Even more money went
into the new program—$26 million between 1958 and 1963—with the bulk
of funding going to the prime contractor, RCA.”

The Micromodule program shifted the emphasis of Tinkertoy from auto-
mating to miniaturizing electronics packaging. RCA suggested an approach
that was similar to Tinkertoy but used smaller wafers that were 310 millime-
ters square and spaced 10 millimeters apart. RCA encapsulated the assembled
module with an epoxy resin to increase mechanical strength and to provide
environmental protection. The company’s idea was based on the use of micro-
elements—extremely small components of uniform size and shape that one
could combine into tiny modules, each capable of performing a complete
circuit function (for example, an oscillator, amplifier, or gate) according to it
circuit design. In turn, one could interconnect the modules in various ways
to constitute a wide variety of electronic assemblies.”

The Signal Corps promoted its Micromodule process as a standard pack-
age. Indeed, it was the first attempt at functional modular replacement—that
is, the treatment of the entire module as a single component. The Signal
Corps anticipated that by 1964, a million units per year would be rolling
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off production lines. Those hopes did not materialize, however. The project
ended as ignominiously as its predecessor. Just as they were starting to gain
popularity in the early 1960s, Micromodules became dinosaurs, overtaken
by more successful miniaturization techniques. The integrated circuit in par-
ticular punctured its chances of achieving sufficient production volume to
support a competitive price.”

The Air Force was not without its electronics miniaturization program,
but it started much later. The basic goal of its Molecular Electronics (or
Molectronics) Program was to rearrange the basic molecular structure of
materials in a controlled manner to cause the material to perform circuit
functions. In more practical terms, it initially attempted to create circuits
from single crystals of solid-state materials—the essential concept behind the
integrated circuit. But by then the invention of the integrated circuit was his-
tory. Nevertheless, the Molecular Electronics program got under way through
an Air Force contract with Westinghouse Electric, which engaged in molecu-
lar electronic research and to that end even formed a Molecular Electronics
Division located in Elkridge, Maryland. The program succeeded in creating
an amplifier no larger than a dime by 1960.>¢

The Air Force was especially interested in reducing the size, weight, and
power consumption of its electronics, probably more so than the Navy or
Army. The service also hoped that miniaturization would increase component
reliability. Still, the greater reliability of small semiconductor components
remained unproven even by the end of the 1950s. The obvious advantages of
smaller size—reduced size, weight, and power consumption—were sufficient
incentives to drive miniaturization, but the possibility of greater reliability
at no greater cost made doubly sure that the miniaturization movement was
self-sustaining.”” Of all the military miniaturization efforts, that of the Air
Force most closely resembled (and actually morphed into) integrated circuit
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technology. The Air Force’s Molecular Electronics work lived on,’® and today
it is a nanotechnology program funded largely through the Defense Sciences
Office of the Defense Advanced Research Projects Agency (DARPA).”

Geoffrey W. A. Dummer

The earliest formulation of the integrated-circuit idea, however, came from
not the Pentagon but Geoffrey W. A. Dummer, who worked for the United
Kingdom’s Royal Radar Establishment at Malvern, England, founded in 1940
as the Telecommunications Research Establishment to develop radar applica-
tions for the Royal Air Force.” On 5 May 1952, in a talk he gave at a sym-
posium sponsored by the Institute of Radio Engineers (IRE) in Washington,
DC, Dummer described the concept of the integrated circuit. He declared,
“With the advent of the transistor and the work in semiconductors generally,
it seems now possible to envisage electronic equipment in a solid block with
no connecting wires. The block may consist of layers of insulating, conduct-
ing, rectifying and amplifying materials, the electrical functions being con-
nected directly by cutting out areas of the various layers.”®!
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Five years later, Dummer convinced his superiors at the Royal Radar
Establishment to award a contract to the Plessey Company to pursue this
concept. The result was a metal model that demonstrated how a transistorized
switching circuit (known as a “flip-flop”) used in computers and other appli-
cations might be fashioned from silicon crystals. The device was placed on
display during the September 1957 International Components Symposium
held at the Royal Radar Establishment. The flip-flop circuit, contained within
a tiny piece of silicon approximately % inch (about 6.35 millimeters) square
by ¥ inch (3.2 millimeters) thick, consisted of four transistors, seven resis-
tors, and three capacitors. The silicon had various sections removed to leave
thin bridges of material (about 2 centimeters long by %2 millimeter square)
with relatively high resistances (around 1,000 ohms [Q]). Other resistors
were created by depositing films of resistive material on the surface of the
silicon, while capacitors were made in a similar manner from thin layers of
evaporated or plated gold with insulators between them.*

In addition, Dummer managed to convince his employer to place a con-
tract with the Plessey Company in April 1957 for the development of a model
demonstrating the technique of shaping silicon crystals to control their resis-
tance. This device, too, was on display at the symposium as an illustration of
the possibilities of solid-circuit techniques. Despite this success in demon-
strating the concept, the British government was not forthcoming with addi-
tional developmental funding. Consequently, Dummer’s work on conceiving

and developing the integrated circuit was “quietly shelved.”®

Jack Kilby and Robert Noyce

Jack S. Kilby of Texas Instruments is a long-acknowledged inventor of the
integrated circuit, but the idea that sparked his work hardly predated that of
Dummer. On 24 July 1958, Kilby, a recent hire at Texas Instruments, while

the United Kingdom and Western Europe,” Proceedings of the [EEE 52, no. 12 (December
1964): 1412-1425.

62. Dummer, “A Review of British Work on Microminiaturization Techniques,” in Electronics
Reliability and Microminiaturization, vol. 1 (New York: Pergamon Press, 1962), pp. 39-41;
Braun and MacDonald, Revolution in Miniature, p. 108; Riordan and Hoddeson, Crystal
Fire, p. 256; Wolff, “Genesis of the Integrated Circuit,” p. 45; Dummer, “A History of
Microelectronics Development,” p. 195; Dummer, “Solid Circuits: Glimpses into the
Future at Malvern Components Symposium,” Wireless World 63, no. 11 (November
1957): 516; and Dummer, “Integrated Electronics Development,” p. 1415.

63. Dummer, “A History of Microelectronics Development,” p. 195; Dummer, “Solid
Circuits: Glimpses into the Future at Malvern Components Symposium,” p. 516;
Dummer, “Integrated Electronics Development,” p. 1415; and Braun and MacDonald,
Revolution in Miniature, p. 108.



174 Historical Studies in the Societal Impact of Spaceflight

working in the miniaturization laboratory, wrote in his laboratory notebook
that if circuit elements such as transistors, resistors, and capacitors could be
made of the same material, they could be included in a single integrated cir-
cuit. By 12 September 1958, he had built a simple oscillator integrated circuit
with five components that were not connected by wires. On 6 February 1959,
Texas Instruments, on behalf of Kilby, sought a patent for the invention,
and on 23 June 1964, it received U.S. patent # 3,138,743 for “miniaturized
electronic circuits.” The patent showed a circuit with only two transistors,
but also with resistors and two capacitors. After building a prototype device,
Kilby began work on fabricating more of them using photolithography.®* His
invention subsequently was considered to have been of such value and impor-
tance that in 2000, he shared the Nobel Prize in physics for “his part in the
invention of the integrated circuit.”®

All the same, though, Kilby’s initial integrated circuit was a kludge. Its
most serious drawback was the need for individual gold wires to connect
the components, thereby making the concept difficult to scale up to any
useful complexity. Meanwhile, Robert N. Noyce, a founder of Fairchild
Semiconductor, was thinking about new uses for the planar process. Where
Kilby and Dummer had focused on making different components (diodes,
transistors, resistors) from the same material, Noyce focused on the electri-
cal connections. Instead of wires manually soldered in place, the company
would use photolithography to deposit fine lines of metal, such as alumi-
num. The narrow metal lines running atop the protective glass layer would
be insulated completely from the electrical activity taking place just beneath
it. Finally, in a separate fabrication step, one could insert external contact
wires through tiny holes in the silicon-dioxide layer. The next step would be
to create multiple devices inside the silicon slice and link them together in
a single miniature circuit.®® With this new process, one could manufacture
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hundreds of self-contained circuits—indeed, entire electronic devices—on
just one silicon wafer.

Knowing that Texas Instruments already had filed for a patent, but not
knowing its contents, Fairchild Semiconductor began drawing up its own
patent papers. Their strategy was to focus on a detailed technical description
that concentrated on the use of the company’s planar techniques to make
monolithic integrated circuits.” On July 30, 1959, Fairchild’s attorneys
filed for their “Semiconductor device-and-lead structure,” and the company
received U.S. Patent # 2,981,877 on 25 April 1961. That patent showed a
circuit consisting of only one transistor plus two diodes, two capacitors, and
four resistors.

Development of the IC Industry

The integrated circuit, like the transistor before it, eventually drove the elec-
tronics industry to new heights and changed the very geography of the semi-
conductor industry. In the early 1950s, the East Coast was the heart of the
semiconductor business because that was the location of the existing large
electronics corporations. Later that decade, as many small firms burst into
the market, the industry remained centered there but coalesced in those areas
that best suited the new industry’s demands. Long Island and the Boston
region, especially around the Route 128 ring road, proved most attractive to
new companies, and one still can find many semiconductor businesses there.
A second major electronics hub grew up in the Santa Clara Valley south of
San Francisco, the location of both Shockley Semiconductor and Fairchild
Semiconductor. The manufacture of integrated circuits above all else was the
driving force behind the creation of this new West Coast electronics center.
By 1969, no fewer than 25 semiconductor firms were located there within a
few miles of each other.®® The rise of the nation’s second semiconductor hub
was under way.*’

The semiconductor industry proved to be no place for large, established
firms, especially those that had been engaged in making vacuum tubes.
During the early and mid-1950s, a handful of large, established electron-
ics firms dominated the semiconductor industry. Their position eroded
rapidly as new companies entered the business. By the end of the 1950s,
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when dozens of firms were in the semiconductor business, the market lead-
ers were no longer the old established companies but rather the new ones.
In 1960, in fact, the nation’s two largest transistor manufacturers were Texas
Instruments and Transitron Electronic Corporation, neither of which had
ever manufactured a tube.”” Established electronics companies, such as
Motorola and Westinghouse, desperately tried to catch up with Fairchild
Semiconductor and Texas Instruments, the pioneers of integrated-circuit
technology. One company, Teledyne, in its attempt to compete in the new
market, lured key employees from Fairchild in 1961 to start Amelco, a sub-
sidiary devoted to making integrated circuits. Still, in 1971, the top five
companies were IBM, Texas Instruments, Motorola, Western Electric, and
Fairchild Semiconductor—not one of which had been a leader in the com-
mercial semiconductor market in the mid-1950s.”!

The first integrated circuits were expensive. As a result, the sales pattern
of the integrated circuit replicated that of the transistor. The first customers
again were the armed forces, followed this time by the civilian space Agency.
One of the first applications was in a small working computer that Texas
Instruments delivered to the Air Force in October 1960. It had a few hun-
dred bits of solid-state memory. NASA, for its part, purportedly supported
a portion of the Texas Instruments effort to develop the so-called Series 51
computer. In 1962, the company received a large contract to design and
build a family of 22 special circuits for the Minuteman II missile. Meanwhile,
Fairchild Semiconductor entered into mass production (a relative term) of its
chips in 1961 and 1962, and it won substantial contracts from NASA and a
number of commercial equipment makers.””

To understand the rising importance of the integrated circuit, one can
compare shipments of integrated circuits and shipments of transistors from
1963 to 1971. In 1963, 302.9 million transistors were shipped versus only
4.5 million integrated circuits. The number of transistors shipped rose over
this period to a high of 1,249.1 million in 1969 then began to decline, while
the number of integrated circuits shipped increased far more steadily, reach-
ing 635.2 million in 1971 compared with 880.7 million transistors in the
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same year. These numbers are more impressive when one considers the tran-
sistors integrated into microcircuits compared to the total number of indi-
vidual transistors shipped. The percentage of transistors in integrated circuits,
only 10.4 percent in 1963, skyrocketed to 94.5 percent in 1971.7% At the
same time, both the average price of integrated circuits and the percentage
of integrated circuits purchased by the military fell. Advances in fabrication
techniques brought down integrated-circuit prices throughout the 1960s.
Units sold in 1962 cost $100 for small lots and $50 for larger quantities, but
integrated circuits in 1975 went for a mere 80 cents each. When unit prices
were the highest, the armed services bought the largest quantities of inte-
grated circuits. According to one source, the Defense Department accounted
for 100 percent of all integrated circuits purchased in 1962 and 94 percent in
1963, but that portion slipped to 72 percent in 1965 and only 37 percent in
1968 as commercial orders rose.”

The first commercial application of the integrated circuit (as had been
the case for the transistor) was in hearing aids beginning in December 1963.
Other new nonmilitary uses followed, particularly in computers and space
applications. Shortly after Fairchild introduced a series of six compatible
Micrologic Elements and began selling them to NASA and others in March
1961, a new market for integrated circuits opened up when, only two months
later, President John Kennedy announced on 25 May 1961 that the United
States intended to put an astronaut on the Moon by the end of the decade.
NASA engineers, already concerned about every gram of weight on their
spacecraft, welcomed the integrated circuit for use in the computer, com-
munication, and other electronic systems required for human spaceflight.”

If the integrated circuit replicated the history of the transistor in many
ways, it was unquestionably unique in one way. Unlike the transistor, the
integrated circuit consisted of not one component but many. And the number
of components that one could fit on a single integrated circuited kept grow-
ing. The devices made for computers in 1962 had two to four logic “gates”
per unit, but those produced in 1975 featured more than 2,000 gates (the
equivalent of 4,000 bits of memory) each. In addition, the number of inte-
grated circuits that one could manufacture in a single batch grew as the size
of silicon wafers expanded to 1 inch in 1964 and to 1.5 inches in 1966.7° The
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giddy excitement generated by these and other key advances in integrated
circuit fabrication undoubtedly induced Gordon Moore, director of research
and development at Fairchild Semiconductor, to write his famous 1965
paper titled “Cramming More Components onto Integrated Circuits.” In the
paper, Moore observed, “The complexity for minimum component cost has
increased at a rate of roughly a factor of two per year.” The observation, now
known as Moore’s law, subsequently evolved into the rule that the number of
components contained on an integrated circuit doubles every year.””

Electronics and NASA
The Challenges

Clearly, NASA had a more than passing interest in integrated circuits. The
Agency was a major consumer of electronics of all kinds; they were as central
to the Agency’s mission as launchers. As NASA became involved in supersonic
transport; satellites for meteorology, navigation, and communication; and
human spaceflight, the rockets to launch those payloads—and the Mercury,
Gemini, and Apollo spacecraft themselves—depended massively on electron-
ics. Indeed, electronics were indispensable to all of the Agency’s programs.
As NASA Administrator James E. Webb explained to an audience in 1964:
“Our accomplishments in space have stemmed from two principal sources:
the first, of course, is the modern rocket...; the second—whose importance
must not be forgotten—is modern electronics. This combination has given us
a tool whose boundaries are essentially unlimited, except for the finite imagi-
nations of the users.””® Electronics costs represented a substantial portion of
NASA’s outlays. “Electronics components,” Webb told Congress, “account
for over 40 per cent [sic] of the cost of our boosters, over 70 per cent of the
cost of our spacecraft, and over 90 per cent of the cost of the resources going
to tracking and data acquisition.”” These same electronics also played a cru-
cial part in enabling the United States to compete with its Cold War rival the
Soviet Union in the arenas of both military struggle and international affairs
and prestige.
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It was common knowledge that the United States did not possess the large
boosters used by the Soviet Union to launch their bigger, heavier satellites.
Thanks to its superior launchers, between 1957 and 1965 the Soviet Union
piled up one accomplishment after another in space. Miniaturization made it
possible for the United States to deliver satellites into space that were lighter
in weight than Soviet satellites. Reduced size, weight, and power requirements
also were becoming increasingly vital in developing new weapon systems.
Every pound of missile weight shaved off through miniaturization meant
greater range, more economical use of fuel, and, in certain cases, heavier pay-
loads. By one estimation, for every pound of weight eliminated, one could
reduce a missile’s fuel load by 100 pounds. Moreover, the extremely high
ratio of total vehicle weight to useful payload weight for U.S. launchers in
1960 was greater than 1,000 to 1, making weight reduction a top priority.
Electronics also made missiles more accurate. For example, the United States
needed fewer Minuteman I missiles because its microelectronics significantly
increased their accuracy.®

The public exhibition of a Sputnik spacecraft at the 1958 Brussels World’s
Fair (also known as Expo ’58) revealed the backward state of Soviet space-
craft electronics by U.S. standards—or at least provided an opportunity for
U.S. engineers and managers to disparage Soviet accomplishments. The satel-
lite might have contained some semiconductors, U.S. observers conjectured;
vacuum tubes were more common in Soviet spacecraft. Many of the Sputnik
components displayed appeared large and roughly comparable to commercial
components available in the United States a decade earlier. Moreover, the
same observers remarked on the extensive use of hand-wiring and the “awk-
ward” character of Sputnik assembly techniques compared with those found
on U.S. satellites.”!

Whether expressed as a “missile gap” or a “space race,” electronics estab-
lished itself as the sine qua non for defense and space. Electronics pro-
vided the weight that counterbalanced the Soviet Union’s lead in heavy-lift
launchers. But electronics also was the deadweight that held back launch
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successes. “A vast majority of our flight failures, not to mention flight delays,”
Administrator Webb apologetically told a reporter, “arise from electronic
failures.” Moreover, that the highest percentage of flight failures occurred
because of electronic components was a “well advertised” fact, according to
Albert J. Kelley, who was head of the Electronics and Control Directorate at
NASA Headquarters.*” Kelley knew firsthand how a diode—a small, inexpen-
sive solid-state part—could ruin a mission because he was head of the 1962
Ranger Board of Inquiry that investigated the failure of Ranger 5. The space-
craft, which was to photograph the lunar surface, instead entered an orbit
around the Sun. The Kelley board found over a half-dozen problems with the
Ranger program, and a major program shakeup as well as a postponement
of the launches of Rangers 6 through 9 resulted. Later, in September 1963,
as Ranger 6 began its final round of qualifying tests at the Jet Propulsion
Laboratory, a new problem—discovered by the Lewis Research Center—
derailed all launch plans. Short circuits had led to two acute test failures in the
General Electric guidance components. Loose gold flakes in certain diodes
were at fault, and hundreds of the same diodes had already been installed in
Rangers 6 and 7.%

A new investigation determined that the incidence of gold-flake contami-
nation was so high that most equipment containing it was unsuitable for
flight. The flaking originated from poorly bonded excess gold cement at the
attachment of a silicon wafer that supported the post inside the diode. The
only fix was to replace all the suspect diodes (purchased from Continental
Devices) and to postpone the flights of Ranger 6 and Ranger 7 until all the
diodes had been replaced. The “famous and troublesome diodes” escaped
detection because system and environmental testing could not measure the
reverse-current resistance of every diode continuously. If a temporary short
happened while forward voltage was applied, no measurable effect resulted.
Of course, no tests could simulate the zero gravity of outer space, where the

gold flakes would float inside the diodes.®*
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NASA Headquarters, and Kelley’s Electronics and Control Directorate in
particular, found the diode setback of interest for two reasons: it highlighted
the need for both future research and better component standards. The
Agency required “common electronics performance standards which can be
applied by all.” By measuring newly developed components against adequate
standards, NASA could create a list of qualified parts that the entire Agency
would use, instead of qualifying parts for each and every project. Headquarters
viewed standardization as an important factor in achieving component reli-
ability, t00.*> Electronics breakdowns were serious setbacks in the country’s
efforts to compete against the Soviet Union in both the Cold War and the
Space Race, just as electronics (especially miniaturization) was looked to as
the technological means for bridging the launch-weight capability disparity
between the two powers. Coincidentally, a new technology emerged—at the
same time as the civilian space Agency—that revolutionized electronics by
furnishing a new and more efficacious method for achieving miniaturization.
That technology was the integrated circuit. Sharing equally in the microelec-
tronics spotlight were thin films, an older technology that involved deposit-
ing material on a ceramic or glass substrate to form resistors and capacitors,
and hybrids that combined thin-film and integrated-circuit technologies.*

NASA planned to make extensive use of microelectronics technologies,
which, Al Kelley noted, were having “a very, very significant impact on all
the component technology.” A survey of NASA centers conducted during
the summer of 1965 indicated that by 1970, an estimated 70 percent of all
NASA spacecraft electronics hardware “would be buil[t] in microelectronic
form.”®® Already the Apollo Navigation and Guidance computer was using
150,000 microcircuits, and the Agency foresaw its more complex spacecraft
eventually using microcircuits “by the hundreds of thousands.”® Integrated
circuits were attractive to NASA for a number of reasons. For one, they incor-
porated transistors and diodes, unlike thin-film applications. They also were
smaller, cheaper, more reliable, and less power-hungry than vacuum tubes.
One of the biggest drawbacks of integrated circuits, however, was their basic
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incompatibility with conditions encountered in space, such as the long times
that electronic systems had to operate unattended or such physical stresses
as radiation (which distorted silicon’s crystal structure) and temperature
extremes.” Silicon integrated circuits, for example, were not qualified to oper-
ate at temperatures higher than 150 degrees centigrade. No suitable substitute
material for silicon was available, but alternate technologies were promising,
including thin-film technology (with transistors added in somehow), inte-
grated circuits made from new materials, and even vacuum “microtubes.”’

Integrated circuitry was reducing packaged electronics to the size of a
“speck” and changing the way NASA was thinking about how it designed
things. “We can no longer get off the shelf and put together any compo-
nents we want,” Al Kelley explained. “We have to plan in advance what the
integrated circuit will be. In one of the simplest circuits you can think of,
with, say, three elements, there are ten billion combinations that you can put
together.””* The solution, again, was standardization. By creating standard-
ized integrated circuits, one could minimize the number of microcircuits that
NASA would have to build “so we can get some kind of uses out of them at
reasonable costs.””

A critical barrier to using integrated circuits was the manufacturing pro-
cess. Only a small portion of the integrated circuits fabricated on a wafer were
suitable for NASA’s demanding requirements. To begin with, 25 percent of
the devices on a completed wafer were unusable for any purpose. Further
handling of the wafer damaged another 25 percent. In fact, handling and
assembling electronic devices were major sources of electronics failures in
general. Of the remaining integrated circuits, another 25 percent were suit-
able for low-quality commercial applications, 15 percent were good enough
for high-quality industrial or military uses, and only 10 percent were usable
in aerospace applications.” These percentages indicated that if NASA were
to increase its use of integrated circuits dramatically, the Agency would have
to learn how to improve integrated-circuit fabrication processes, just as the
diode debacle had demonstrated the need for standardization and research
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(especially in new testing methods). Above all else, the Agency needed reliable
solid-state electronics.

NASA Electronics Research

NASA did not lack for electronics research personnel or facilities or pro-
grams. At Headquarters, electronics research was the concern of the Office
of Advanced Research and Technology (OART). That office, however, did
not have a separate electronics division until the Agency’s 1 November 1961
reorganization. The formation of the office was less a response to President
John Kennedy’s 25 May 1961 mandate to land an astronaut on the Moon
by the end of the decade than a consequence of the arrival of the new NASA
Administrator, James Webb.” The charter of the new Electronics and Control
Directorate, according to its director, Albert Kelley, was, “Get NASA into its
proper role in space electronics research.” The directorate itself was “a one-
man operation to start,” according to Kelley, “with essentially the instructions
to get NASA into the electronics business.” After a year, the staff size grew to
35 members.”

Funding for electronics research expanded, too. Between 1963 and 1967,
the electronics research and development portion of the OART budget
increased from 6.3 percent to 12.5 percent, while the office’s overall budget
remained at about the same level. The Agency’s spending on just microcircuit
research in 1963 was at an annual rate of about $1 million,” and in 1964, for
the first time, NASA’s funding of integrated-circuit research surpassed that of
the Army and Navy.”

These numbers tell only part of the story. Additional electronics fund-
ing came out of the budgets of other Headquarters organizations, such as
the Office of Space Science and Applications, as well as the various centers.
Each center had its own electronics research and development program, in
fact. The Marshall Space Flight Center, the Jet Propulsion Laboratory, and
the Goddard Space Flight Center (all classified as flight centers) tended to

contract out the work, while the research centers, as they were known (the

95. Arnold S. Levine, Managing NASA in the Apollo Era (Washington, DC: NASA SP-4102,
1982), pp. 34-43; 1963 Program Review, p. 85; and 1964 Program Review, p. 1.

96. 1964 Program Review, p. 41; and Albert J. Kelley, interview by Neil Furst, transcript, 20
May 1968, Boston, 2 and 3, Folder 1168, NHRC. According to Kelley (1964 Program
Review, p. 1), the Electronics and Control Division formed on 1 November 1961 with
three people.

97. 1967 Program Review, p. 1; and Philip Trupp, “NASA Stress on Semicon Microcircuits,”
Electronic News, 21 January 1963, p. 1.

98. But not that of the Air Force. Kleiman, “Integrated Circuit,” p. 201.
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Ames Research Center, the Langley Research Center, and the Lewis Research
Center), tended to conduct far more internal research. As a result, in 1963,
for example, Langley had both the largest professional staff engaged in elec-
tronics research and development and the largest research and development
budget. Marshall, however, spent as much as Langley on electronics research
($5 million) but had a significantly smaller professional research staff.”

These numbers still do not paint the whole picture of NASA’s integrated-
circuit research, especially at the centers. In 1962, Al Kelley’s Electronics and
Control Directorate surveyed the strengths and weaknesses of the various
centers’ electronics research and technology programs. His task group evalu-
ated the programs in a variety of specific research areas, such as astrophys-
ics, biophysics, engineering instrumentation, communications and tracking,
advanced computing devices, information theory, advanced electronic devices,
piloted and automatic flight control, advanced control theory, advanced
component technology, optical and infrared techniques, inertial and elec-
tromagnetic guidance, display technology, flight mechanics, and trajectory
analysis. For the most part, the survey found that center research projects
tended to be “specific rather than basic, more technological than fundamental
in nature, and of more immediate application than those that are supported
by headquarters.”'® This research orientation reflected the project-oriented
interests of the centers’ researchers. “A substantial fraction of the capable elec-
tronics personnel at the centers are concerned primarily with project man-
agement or space flight project engineering” rather than with long-range
research. Instead of carrying out long-range internal studies, NASA routinely
conducted long-range research by awarding grants and contracts to universi-
ties, nonprofit institutions, and industry. Not surprisingly, then, the survey
concluded that “a substantial fraction of the capable electronics personnel at
the centers are concerned primarily with project management or space flight
project engineering.”'"!

This propensity to orient management and engineering toward proj-
ects and flight missions rather than basic long-range problems was more
pronounced at the flight centers than at the research centers. Goddard, for
example, was involved largely in advancing spacecraft technology associated
with its primary mission: scientific exploration of the area between Earth and

99. 1964 Program Review, p. 23.

100. NASA, Electronics Research Center: Need for Space Electronics Research, Organization,
and Implementation Plans (Washington, DC: NASA, January 1964), p. 25; and NASA,
Electronics Research Center (Washington, DC: NASA, January 1964), p. 25, Folder
4881, NHRC.

101. NASA, Electronics Research Center, p. 25.
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the Moon. Its electronic research focuses on areas such as spin-stabilization
techniques, flight sensors, and antenna control. Similarly, the Jet Propulsion
Laboratory worked to develop better spacecraft to explore the Moon, the
planets, and interplanetary space, and it was involved heavily in such applied
research fields as antennas, video systems, photo-scan techniques, and deep-
space communications. The Marshall Space Flight Center, concerned with
developing large chemical-propulsion rocket launchers such as the Saturn
booster, specialized in guidance, telemetry techniques, lasers, and antennas.'”

As a result of the importance of spaceflight projects at these centers, the
“greatest proportion of NASA’s in-house technical capability in electronics
and control is vitally enmeshed in flight development and operations,” the
Kelley study concluded. “Electronics research professionals at these centers,
reacting naturally to problems that arise on flight projects, rarely have the
time or the opportunity to take the long-range view, identify problems that
will hamper future missions, and undertake research designed to lay the foun-
dation for the eventual solution of these problems. In view of the primary
missions of the centers, this is appropriate. But it yields a climate different
from that required for a research organization.”'* Electronics work at the
NASA research centers, according to the survey, was somewhat more basic
than that carried on at the flight centers but still related to the center’s main
mission. Ames worked on control and information systems, gravity-oriented
satellites, and visual displays, while the (Dryden) Flight Research Center—
because of its heavy commitment to aircraft—supported research projects in
optical devices and airborne infrared temperature sensors for piloted flight.
The Lewis electronics research program centered on the hardware needs for
that center’s historical role in propulsion, while Langley devoted much of
its research effort to such electronics areas as pilot control of spacecraft, ren-
dezvous, docking, radar transponders as tracking aids, and navigation and
control for glider vehicles.!”*

Research into the fundamentals of integrated circuits—or electronic com-
ponents in general—was simply not part of program-oriented work, but the
centers did have facilities, personnel, and funding for applied work on inte-
grated circuits. In 1965, for example, Langley, Marshall, and Goddard had
silicon integrated-circuit laboratory facilities, but they were engaged primarily
in questions of component testing, reliability, and quality control, including
studies of thin-film and thick-film technologies. They frequently contracted

102. NASA, Electronics Research Center, p. 33.
103. NASA, Electronics Research Center, pp. 25-26.
104. NASA, Electronics Research Center, p. 33.



186 Historical Studies in the Societal Impact of Spaceflight

with industry to perform needed research.'”® Goddard, for example, began
with a thin-film laboratory, then added another for making integrated cir-
cuits not available commercially. The Center soon developed three different
microcircuits that ended up bound for use in spacecraft. Goddard staff, how-
ever, left the development of microelectronic processes to contractors, such

as the Philco Corporation.' Langley, in its film facility,'””

developed a new
process for depositing films of transistors one-thousandth of an inch thick
on ceramic wafers. Such so-called thick-film transistors previously had to
be inserted by hand. Center personnel also developed specialized integrated
circuits and other electronics through contracts with Texas Instruments and
other firms.'®

Marshall had one of the more ambitious Apollo-era electronics programs,
at least until the Electronics Research Center became operational. One of its
two chief goals was the conversion of the Saturn launch vehicle electronics to
integrated circuits to reduce component size and weight and to increase their
life and reliability. The work took place largely through contracts with indus-
try and academia, although some internal research and development was
undertaken. The center’s Astrionics Laboratory, Marshall’s “center of gravity”
for microelectronics research, focused on both thin-film and microcircuit fab-
rication processes, using internal as well as contractor studies.'”’
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1968, p. 5; Research Triangle Institute, Microelectronics in Space Research (Washington,
DC: NASA SP-5031, August 1965), p. 43. The Research Triangle Institute did not
include the Electronics Research Center.
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had to be added separately.
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Microelectronics Reliability

Given the centers’ predilection for mission-oriented research, establishing
the reliability of integrated circuits and other electronics component would
seem to be a logical task for them. In fact, each center had its own reliability
office and programs and—independently of Headquarters and other cen-
ters—managed the qualification of flight and other components within the
organization established for each individual program. Each center and its
contractors created their own specifications, their own vendor surveys, and
their own circuit qualifications without any coordination across the Agency.
As a result, for instance, 750 variations in specification applied to a single type
of transistor. Of those, 58 variations applied to use in NASA high-reliability
projects. In addition, a vendor might be surveyed multiple times by different
centers for the same integrated circuits.'"

Headquarters, of course, had a reliability office, too. An organization chart
dated 17 January 1961 shows the NASA Office of Reliability and Systems
Analysis, headed by Landis S. Gephart and reporting to the Office of the
Associate Administrator, who was then Robert C. Seamans, Jr. General
Management Instruction 4-2-1, “Reliability Policy as Applied to NASA
Programs,” dated 1 February 1961, instituted policies and procedures for
achieving reliable systems and defined reliability as “the probability that a
system, subsystem, component or part will perform its required functions
under defined conditions at a designated time and for a specified operat-
ing period.”""! With the arrival of James Webb, the reliability office became
linked administratively to quality assurance on 13 October 1961 as the Office
of Reliability and Quality Assurance within the Office of Programs. A new
policy statement numerated the responsibilities of the office and charged
center directors with establishing “a single organizational point for qual-
ity assurance responsibility and authority” at each field installation.''? The
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Agency also cooperated with the Defense Department in matters of parts and
system reliability.'"?

The Columbia Accident Investigation Board has claimed that the reliabil-
ity office vanished around this time: “Although a NASA Office of Reliability
and Quality Assurance existed for a short time during the early 1960s, it was
funded by the human space flight program. By 1963, the office disappeared
from the Agency’s organizational charts. For the next few years, the only type
of safety program that existed at NASA was a decentralized ‘loose federa-
tion’ of risk assessment oversight run by each program’s contractors and the
project offices at each of the three Human Space Flight Centers.”* A cur-
sory look at agency organizational charts dated 1 November 1963, 2 January
1966, 15 March 1967, and 1 May 1968 appears to support this assertion.
Nonetheless, NASA Management Instruction 1136.5, dated 17 August 1965,
indicates that the Agency still had a Reliability and Quality Assurance Office,
but its director reported to the Deputy Associate Administrator for Industry
Affairs.""® Contrary to the Columbia Accident Investigation Board, the office
continued to exist but at a level too low for detection in these upper-level
Agency organizational charts.

The Headquarters reliability office played a central role in the Agency’s
quest for reliable electronics components through an organization called
the NASA Parts Steering Committee. Its membership included representa-
tives from each center and the Headquarters offices of space science, human
spaceflight, advanced research and technology, tracking and data acqui-
sition, and reliability and quality assurance. The director of the Office of
Reliability and Quality Assurance served as chairman, with the head of the
Electronics and Control Directorate assisting as vice chairman. The commit-
tee’s major functions included 1) providing advice and assistance on plan-
ning and policy regarding parts program, especially regarding technical and
administrative matters; 2) recommending policies and procedures for cen-
tralizing parts management; 3) determining the extent of NASA participa-
tion in parts activities outside of the Agency; 4) recommending research and
development on issues relating to parts and material; 5) advocating ways of
exchanging parts information and data; 6) proposing standard terminology

113. On this point, see, among others, W. Fred Boone, NASA Office of Defense Affairs: The First
Five Years (Washington, DC: NASA HHR-32, 1970), p. 265.
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and criteria for parts specifications and standards; and 7) reviewing and sug-
gesting changes in proposed or existing NASA-wide documents pertaining
to parts.''

Virtually little else is known about the committee and its activities;
however, we are lucky to have some sketchy documentation regarding an
ad hoc subgroup of the committee that took on the formal name of the
Microelectronics Subcommittee. The subgroup included representatives from
all NASA centers and was chaired by the heads of the Office of Reliability and
Quality Assurance and the Electronics and Control Directorate. Its formation
reflected the recognition by NASA managers and engineers that microelectron-
ics technology was changing rapidly and that the Agency needed to take steps
to accommodate the new technology through an Agency-wide approach.'”

The Microelectronics Reliability Program aimed to create just such an
Agency-wide approach to reliability. It resulted specifically from the efforts of
the Electronics Research Center’s Qualifications and Standards Laboratory to
“define its role within the NASA complex in the area of Q&S [Qualifications
and Standards] efforts.” The laboratory “deliberately aimed” their proposal at
“the microelectronic component field” for several reasons. Among them were
the fact that the Agency lacked a systematic approach to parts and compo-
nents, the anticipated rising use of microelectronic parts over the next five
years to between 50 and 75 percent of the dollar amount spent on compo-
nents (including integrated circuits), and the belief that “a major proportion
of the component research and development dollar over the next 10 years will
be devoted necessarily to the microelectronic component field.”!'®

The Microelectronics Reliability Program had its roots in the first NASA-
wide Reliability and Quality Assurance Meeting held at NASA Headquarters
on 27 October 1965 at the instigation of James O. Spriggs and Robert E
Garbarini, who were in the Headquarters Office of Space Science and
Applications. Participants included representatives from the offices of indus-
trial affairs, space science and applications, human spaceflight, and advanced
research and technology, as well as the Electronics Research Center. The
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meeting became a forum for discussing preliminary plans for what would
come to be called the NASA Microelectronics Reliability Program.'"

The essence of the program was to realize reliability by working toward
three broad interrelated goals: the establishment of NASA-wide standards and
general specifications for microelectronic parts, the coordination of vendor
surveys, and the qualification of vendor production lines for general classes of
microelectronic circuits. NASA could not attain any of these goals—or make
the NASA Microelectronics Reliability Program work—unless it obtained
the cooperation of industry. In recognition of that need, the space Agency
asked the Council of Defense and Space Industry Associations (CODSIA)'*
to study the Microelectronics Reliability Program and to make comments
and suggestions. The CODSIA critique also would provide insight into how
best to present the program to both industry and the Defense Department in
order “to give it the best chance of being understood and accepted.”'*!

The NASA Microelectronics Reliability Program endorsed utilizing three
modalities to achieve its goals: symposia, a data bank, and research. Three such
symposia took place during the Apollo era in 1964,'* 1967,'* and 1968.'*

119. Memorandum, Robert L. Trent to W. Crawford Dunlap, “Microelectronics Reliability
Program,” 1 November 1965, Folder “Qualifications & Standards Lab,” Box 1, RG
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Their stated purpose was the interchange of ideas among NASA, the military,
industry, and academia. The organizers hoped that better component speci-
fications and better end products would result from coupling user experi-
ence with NASA research results. Papers read at the 1967 Microelectronics
Symposium covered a diversity of topics, such as thin-film transistors, metal-
oxide semiconductor field-effect transistors (MOSFETs), power integrated
circuits in the Saturn, microcircuits in the Apollo TV camera, and assuring
integrated-circuit reliability through the application of scanning electron and
fast-scan infrared microscopy. The third symposium featured panel discus-
sions on the “Goals of Microelectronics at NASA,” “Methods for Obtaining
High Reliability Microelectronics,” integrated-circuits applications, analyzing
integrated circuits, component reliability, film formation and devices, and
computer-aided circuit design.'”

The second group of measures that made up the Microelectronics
Reliability Program involved organizing and disseminating data on electron-
ics parts through a series of handbooks and a technical data bank."”® Over a
period of 10 years, the handbook effort yielded more than 60 publications.
Typical of these was the two-volume Microelectronic Device Data Handbook
published in July 1968.'” Compiled by the ARINC Research Corporation
of Annapolis, Maryland, for the Electronics Research Center, and reviewed
by the Army Electronics Command, Ft. Monmouth, New Jersey, it provided
engineers and circuit designers with guidance for selecting microelectronic
devices for space systems, with an emphasis on their reliability. Volume I
contained five sections of text on such topics as system-design considerations,
testing, the physics of failure, and procurement specifications. Volume II gave
the characteristics of about 2,000 devices manufactured by 32 companies
from the Alpha Microelectronics Corporation in Beltsville, Maryland, to
the Westinghouse Electric Corporation’s Molecular Electronics Division in
Elkridge, Maryland. The microelectronics covered included a wide variety of

125. 1965 Program Review, p. 10; ERC, Proceedings; “Research Highlights,” ERC News,
1 March 1968, n.p., Folder “ERC History House Organ 1966-1969,” Box 8, RG 255,
AN 71A2309, WNRC.

126. 1966 Program Review, p. 51; 1965 Program Review, p. 10.

127. Even earlier was the Microelectronics Device Data Handbook completed in May 1964
under contract NASw-831 and developed for use by NASA project engineers, design
engineers, technicians, and parts specialists as well as by NASA contractors as a ready
reference for device information. “Office of Reliability and Quality Assurance Functions
for Potential Transfer to ERC,” n.d., Folder “Qualifications & Standards Lab,” Box 1, RG
255, AN 71A3002, WNRC.



192 Historical Studies in the Societal Impact of Spaceflight

integrated-circuit types, thin-film devices, and even metal-oxide silicon (now
called metal-oxide semiconductor) transistors.'?8

Subsequently, in April 1969, NASA issued a four-volume handbook on
the reliability of silicon integrated circuits prepared by Texas Instruments
for the Marshall Space Flight Center—namely the Quality and Reliability
Assurance Laboratory of its Parts and Microelectronics Technology Branch.
The key difference between this Reliability Handbook for Silicon Monolithic
Microcircuits and the 1968 Microelectronic Device Data Handbook was that
the previous guide had dealt with microelectronics in general, while the
Marshall-sponsored effort focused solely on integrated circuits. The first
volume,'® an introduction to integrated-circuit technology, discussed typi-
cal problems experienced with certain applications; the most reliable and
trouble-free methods of using each type of circuit; how to obtain maximum
information from manufacturers’ data sheets; the characteristics, advantages,
and disadvantages of the various package types available; and methods for
interconnecting packages and assembling circuits into components and sys-
tems. The second volume'*’ focused on failure mechanisms, including defects
introduced during the manufacturing process, their causes, and screening
procedures. Volume three'' considered failure analysis exclusively and ranged
from methods for evaluating integrated circuits prior to opening their packag-
ing to techniques for opening packaging to evaluating integrated circuits after
opening their packaging.'?* The fourth volume'®® was the most theoretical. It
discussed various methods for assessing the reliability of integrated circuits
and included lengthy sections on statistical and other definitions of reliability.
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While these handbooks appeared to duplicate some of the information
available through manufacturers’ guides to their products, they suffered the
temporal limitations of all such publications. Microelectronic components
came and went rapidly, sometimes becoming outmoded in two or three years.
Therefore, a key element of the NASA Microelectronics Reliability Program
was the creation of the Technical Data Bank. The data bank was a pilot pro-
gram managed by Chauncey W. Watt, Chief of the Components Standards
Branch at the Electronics Research Center. Access was granted to NASA and
contractor circuit designers to this “comprehensive, up-to-date, and easily
accessible file of microelectronic technical and qualification data” that con-
tained a full spectrum of technical specifications necessary for buying and
using qualified parts. It also identified those manufacturers who had been
qualified to produce specified blocks of microcircuits.'**

The reliability and other technical information collected on microelec-
tronics components by all NASA centers and their contractors went into the
database. When a center or contractor needed a new microcircuit, they could
consult the Technical Data Bank to see if an approved circuit already existed.
If not, the center would proceed—using qualified vendors and the NASA-
wide specification format—to procure the required circuits, then would feed
the results into the data bank. The availability of a wide range of microelec-
tronics data, NASA hoped, would avoid duplication in the search for quali-
fied parts and vendors, and the standardization of integrated circuits would
save the Agency money.'®

The data bank, developed by the Information Dynamics Corporation of
Reading, Massachusetts, under contract to the Electronics Research Center,
contained NASA and manufacturer information on 1,000 specific circuits
of key interest to NASA. In addition to the Electronics Research Center,
those centers participating in the program included the Goddard Space Flight
Center, the Marshall Space Flight Center, the Jet Propulsion Laboratory, and
the Ames Research Center. On the Defense Department side, the Air Force
Rome Air Development Command also participated. The data bank offered
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users three levels of information. One level was the published manual that
listed the various circuits available and the names of their manufacturers.
More detailed information was available on microfilm. The third level was a
computer system that helped engineers find information on peculiar charac-
teristics of a given part.'?

The Electronics Research Center—through its Qualifications and
Standards Laboratory—played a critical role in defining and implementing
the NASA Microelectronics Reliability Program. The center hoped to partici-
pate in the program by acting as the lead center for establishing NASA-wide
microelectronics standards and specifications, for centralizing data storage
and retrieval programs for electronic parts, and for qualifying programs for
flight equipment. In the end, the Qualifications and Standards Laboratory
did take on the role of Agency-wide program coordinator.'”’

NASA Electronics Research Center
Electronics Research Task Group

The third prong of the Microelectronics Reliability Program was a striking
program of basic and applied research undertaken in the Agency’s laboratories,
especially those located at the Electronics Research Center (ERC). The center
was at the heart of the Agency’s efforts to obtain reliable integrated circuits
and other solid-state components. Located in Cambridge, Massachusetts,
the ERC was within walking distance of MIT. The greater metropolitan
area abounded in electronics resources and talent: Harvard, the industries
along Route 128, the Air Force’s Cambridge Research Laboratory and
Electronics Systems Division at Hanscom Field, MIT’s Lincoln Laboratory
and Instrumentation Laboratory, and the Mitre Corporation. The Electronics
Research Center formally opened in September 1964, taking over the admin-
istration of contracts, grants, and other Agency business in New England
from the antecedent North Eastern Operations Office, which had been cre-
ated in July 1962."*® The center—and the research it conducted—began
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before its formal opening, operating in rented quarters in Cambridge as well
as out of Headquarters as the Electronics Research Task Group (ERTG).

The idea of creating the group began with a memorandum of 2 March 1962,
in which Dr. Robert C. Seamans Jr., then NASA’s Associate Administrator,
instructed the Ofhice of Advanced Research and Technology to present “a
plan to strengthen NASA’s capability in the electronics and guidance and
control field to support current and long range programs” for inclusion in
the fiscal 1964 budget. In response, Al Kelley’s newly formed Electronics and
Control Directorate undertook a detailed study of the Agency’s electronics
research resources and capabilities, studied the Agency’s long-range electron-
ics research needs, and recommended a plan to meet those needs. By June
1962, Kelley had drafted a plan. He found no lack of electronics expertise
within NASA in the areas of guidance and navigation, control and stabiliza-
tion, communications and tracking, and instrumentation and data process-
ing. That expertise, however, was “widely diffused throughout the Centers
with spotty emphasis, in short a heterogeneous group of bits and pieces.”'*
The plan that Kelley developed and refined proposed creating an entirely new
NASA center, the Electronics Research Center.

The activity that would evolve into the new center started shortly thereafter
when the Electronics Research Task Group came into being within the Office
of Advanced Research and Technology on 6 February 1963. The purpose
and intent in establishing the group was to conduct the necessary technical
facilities and administrative planning in readiness for such time as Congress
endorsed the proposed Electronics Research Center.'® In the words of Al
Kelley, “We wanted to have a technical cadre who could then move up to
Boston and merge with the Northeast Office and have the nucleus of a center.
So it was really to get us off and running, and get some people who could
translate the plans into action.”'*! The electronics task group, attached to
Kelley’s directorate and under his leadership, began organizing and institut-
ing electronics research in advance of the center’s creation. The group’s initial
efforts reflected its separation into specialized areas denoted organizationally
as the Electromagnetic Division, the Instrumentation and Data Processing

139. [Electronics and Control Directorate], “Plan to Implement NASA Electronic Systems
Technology Capability,” [June 1962], n.p., Folder 4886, NHRC; Albert J. Kelley, inter-
view by Cargill Hall and Richard Dowling, transcript, 28 August 1968, Washington,
DC, pp. 3-9 and 15-17, Folder 4877, NHRC.

140. 1964 Program Review, pp. 2 and 35.

141. Kelley, interview, by Hall and Dowling, p. 36.
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Division, and the Components and Technology Division. Within a year of its
founding, the group had 20 employees located in Washington, DC.'*?

Until the task group could move into rental quarters in Cambridge and
build up the level of its internal research staff, the electronics protocen-
ter would have to rely on contracting for research. “While it is necessary
to strengthen considerably the in-house capability for electronics systems
R&D,” a 1962 internal report read, “it is unrealistic to assume that the lag
in in-house personnel staffing in this technical area will be corrected before
approximately 1966. Therefore, it is planned that a substantial portion of the
electronics and control R&D load will be assumed by industry and university
contracts during this buildup period.”'*?

One source of work for the electronics task group was the Office of
Reliability and Quality Assurance, which considered transferring a number
of studies to the protocenter. One such study (contract NASw-919) was a
survey of packaging and interconnection problems ($49,000), while another
was a follow-on review of a microelectronics standardization program that
included specifications for selection, procurement, and qualification criteria
and test methods standards. The office also considered transferring oversight
of the joint program carried out with the Air Force Rome Air Development
Center that conducted long-term life and stress testing of various types of
high-reliability, high-usage electronics parts and analyzed failed components.
A contract with General Electric’s Valley Forge Space Technology Center in
King of Prussia, Pennsylvania, implemented the program. Another candi-
date was the Electronics Components Reliability Center (ECRC), a program
conducted by the Battelle Memorial Institute that included participation by
NASA, the Air Force Rome Air Development Center, and 12 aerospace con-
tractors. The program had a twofold objective: 1) the collection and dissemi-
nation of parts and component reliability and test data among the members
and 2) research in such areas as parts reliability methodology and the physics
of aging. NASA funded its participation through the Office of Reliability and
Quality Assurance (contract NASr-9) at $19,500 annually.'*

142. NASA Headquarters, FElectronics & Control Program Review, February 29, 1964
(Washington, DC: NASA Office of Programming, 1964), pp. 35-36. The ERTG was
structured functionally under the Office of a Manager with two basic research groups,
Electronics and the other being guidance and control. Also included were the Technical
Services group for the facilities planning, and a group for administrative functions.
Ibid., 36.

143. [Electronics and Control Directorate], “Plan to Implement NASA Electronic Systems
Technology Capability,” [ca. June 1962], n.p., Folder 4886, NHRC.

144. “Ofhice of Reliability and Quality Assurance Functions for Potential Transfer to ERC,”
n.d., Folder “Qualifications & Standards Lab,” Box 1, RG 255, AN 71A3002, WNRC.
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By August 1964, immediately prior to the official start of Electronics
Research Center operations in Cambridge, the electronics task group was
overseeing contracts for 1) an investigation of radiation-resistant device phe-
nomena, 2) the physics of failure and reliability for microelectronic and thin-
film devices, and 3) research and development on ferrite memory technology.
Other research that transferred to the rented Cambridge facilities included
1) a study of the feasibility of high-temperature thin films, 2) a study of
glass passivation of integrated circuits, and 3) the development of a thin-
film-space-charge-limited triode (a type of transistor more tolerant of space
radiation). In addition, the protocenter had 16 pending patent applications
submitted by researchers working on various grants and contracts. Most (all
but four) resulted from research carried out by either Pratt & Whitney or the
Geophysics Corporation of America (GCA).'*

The ERC Laboratories

Effective 1 September 1964, the administrative functions and staff of NASA’s
North Eastern Operations Office merged with the technical research person-
nel of the Electronics Research Task Group to form the Electronics Research
Center. Assuring the reliability of NASA’s microelectronics was at the heart of
the center’s mission. Center research took place in 10 different laboratories:
space guidance, systems, computers, instrumentation research, space optics,
power conditioning and distribution, microwave radiation, electronics com-
ponents, qualifications and standards, and control and information systems.
Researchers in these laboratories worked in such areas as laser and microwave
communications, the miniaturization and radiation resistance of electronic
components, guidance and control systems, photovoltaic energy conversion,
information display devices, instrumentation, and computers and data pro-
cessing. The computer-related work encompassed the spectrum of software

and hardware needs.'%

145. NASA, Fourteenth Semiannual Report to Congress, July I-December 31, 1965 (Washington,
DC: NASA, 1965), pp. 99-100; Manager, Electronics Research Task Group to Office
of Legislative Affairs, “Request for Information on Acceleration of Research Contracts,”
24 August 1964, “Proposals/Contracts,” Box 11, RG 255, AN 71A3002, WNRGC;
“Preliminary History of the National Aeronautics and Space Administration during the
Administration of President Lyndon B. Johnson: Final Edition,” Manuscript, Vol. 1
(Washington, DC: NASA, 1969), 1:V-11, 1:V-34, and 1:V-35, NHRC; “National
Aecronautics and Space Administration Electronics Research Center Patent Docket,” 25
July 1966, Folder “Reading File—TJuly thru Dec. 1966,” Box 11, RG 255, AN 71A2309,
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146. Associate Administrator for Advanced Research and Technology, “Administrator’s
Briefing Memorandum,” 23 August 1965, Folder 4884, NHRC; Albert J. Kelley, “Staff
Report on the Electronics Research Center,” draft, no date, Folder 4883, NHRC.
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Much of the effort relating to integrated circuits took place in either the
Electronics Components or the Qualifications and Standards Laboratories,
which together comprised the Electronic Components Research Division
(renamed the Components Division after the 1968 restructuring). In general,
the Qualifications and Standards Laboratory addressed (among others) prob-
lems associated with the processes for fabricating integrated circuits to make
them more reliable, while the Electronics Components Laboratory focused
on developing and improving electronic components, including those found
in integrated circuits. The Component Technology Laboratory had branches
devoted to advanced research, materials, devices, physical electronics, and
microelectronics. The Qualifications and Standards Laboratory had two
major functions. It was the coordinating center (“lead center”) for research
on qualifications and standards—that is, reliability work—for all of NASA
on behalf of the Microelectronics Subcommittee. Its second function was
to perform the basic research needed for reliability work. The Qualifications
and Standards Laboratory had branches involved in design criteria and com-
ponent standards, but the laboratory’s largest effort was that of the Failure
Mechanisms Branch.

An example of the high caliber of the ERC laboratory staff was the head of
the Electronic Components Research Division, W. Crawford Dunlap. Along
with Robert N. Hall (of the Hall Effect fame), Dunlap invented General
Electric’s germanium diode and transistor. He spent 11 years with the
General Electric Company, first as a member of their Schenectady research
laboratories, then as a consultant on semiconductors at their Syracuse labo-
ratory. He also had been director of solid-state electronics research at the
Raytheon Corporation and supervisor of solid-state research at the Bendix
Research Laboratories. He held 20 patents, including a German patent that
covered all semiconductor p-n junction devices produced by the alloying or
diffusion technique and that resulted in a multimillion-dollar licensing pay-
ment to the General Electric Company.'

Douglas M. Warschauer directed the Component Technology Laboratory
(later called the Electronic Materials Laboratory). Before joining the ERC,
Warschauer was Manager of the Physics Laboratory at the Itek Corporation'*
in Lexington, Massachusetts. Previously, he had been a research scientist at
the Aeronautical Research Laboratory, Wright-Patterson AFB, and MIT’s

147. NASA News Release, “Van Atta, Dunlap Head Divisions at Electronics Laboratory,”
Release No. 64-317, 21 December 1964, Folder 4884, NHRC.

148. The Itek Corporation is best known as the manufacturer of lenses and cameras for the
CORONA and other satellite spying systems. Jonathan E. Lewis, Spy Capitalism: ITEK
and the CIA (New Haven, CT: Yale University Press, 2002).
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Lincoln Laboratory before becoming Principal Research Scientist at the
Raytheon Corporation. The author of two books, one of which dealt with
semiconductors and transistors, his research interests included high-pressure
physics, crystal growth, and the optical and electrical properties of semicon-
ductors and lasers.'”

Robert L. Trent directed the Qualifications and Standards Laboratory
and its three branches concerned with the physics of failure mechanisms,
design criteria, and component standards. Before joining NASA, Trent
was Vice President and Resident Manager of CTS Microelectronics, Inc.,
in Ridgefield, Connecticut; Vice President of Research and Development
at the National Semiconductor Corporation in Danbury, Connecticut;
and Technical Director of the Sperry Semiconductor Division in Norwalk,
Connecticut. Earlier, from 1941 to 1957, he worked at the Bell Telephone
Laboratories supervising systems and circuit development as well as advanced
development in semiconductor devices and circuits.'*

The PREDICT Facility

The heart of the Qualifications and Standards Laboratory was the PREDICT
facility. PREDICT was an acronym for Process Reliability Evaluation and
Determination of Integrated Circuit Techniques. More professional and tech-
nical staff worked in that facility than in any other part of the Qualifications
and Standards Laboratory."' The facility was a pilot plant—outfitted with the
same production equipment found in industry—that could make complete
integrated circuits in any quantity or configuration desired from beginning to
end, except for making the silicon crystals themselves. The intention was not
to compete with industry, which had neither the time nor the incentive to con-
duct such research because of a lack of market demand, according to industry
representatives who examined and commented on the facility’s plans.'

The mission of the PREDICT facility was to study failure mechanisms
and advanced integrated-circuit fabrication processes in depth as well as the

149. NASA ERC, “Biographical Information on Dr. Douglas Warschauer,” no date, Box 8,
RG 255, AN 71A2309, WNRC; and Douglas Warschauer, Semiconductors and Transistors
(New York: McGraw-Hill, 1959).
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Electronics Research Center, January 1968); and NASA Electronics Research Center,
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processes for making thin-film and hybrid" circuits in order to improve
their reliability. Research also would investigate manufacturing methods
for achieving high reliability for long life, sterilization capability, radiation
resistance, and low-power operation. The basic PREDICT fabrication tech-
nology was the planar diffusion process for creating silicon integrated cir-
cuits, although the facility also had a complete line of equipment for making
thin-film devices. The fabrication processes studied included diffusion,
photolithography, etching, oxidation, masking, isolation, vacuum deposi-
tion, passivation, scribing, resistor adjustment, interconnection, and packag-
ing. Photolithography took place in the Photo-Resist laboratory, while the
Diffusion Room had two furnaces for performing diffusion operations. The
function of the Interconnection laboratory was self-evident, while studies of
various packaging techniques occurred in the assembly area.'™

PREDICT personnel also applied the knowledge gained in the pilot
plant to the problems encountered by manufacturers. In one case, a small,
unnamed NASA subcontractor was having a few problems with process con-
trols. A PREDICT specialist checked out the company’s visual inspection
techniques. The technician not only improved those inspection techniques
but also caught a problem in the scribing operation that prepared wafers for
separation into individual integrated circuits. In another instance, a small,
unnamed firm was experiencing problems with a complicated processing
technique that the company had developed to produce a highly stable device.
After a detailed study, PREDICT workers were able to tell the manufacturer
the specific processing areas to emphasize in order to obtain the specific elec-
trical characteristics needed. With the aid of an electron microscope, the
PREDICT technicians detected cracks in an aluminum lead that had been
bonded ultrasonically to an integrated circuit. The minute cracks were signifi-
cant in causing the device to fail in the long term."

153. Hybrid microcircuits involved marrying (or cross-breeding, to continue the analogy) thin
film and silicon-based integrated-circuit technologies. One could deposit thin films on a
silicon substrate to improve the capabilities of a silicon integrated-circuit device but at the
cost of additional fabrication processing steps, increased cost, and (potentially) decreased
reliability. Another hybrid technology involved depositing a thin film on a substrate to
create passive components (capacitors, resistors) and interconnections, then inserting sili-
con integrated circuits. This approach appeared to combine the best attributes of both sil-
icon and thin-film technologies. Some of the television cameras developed for the Apollo
program utilized Motorola hybrid devices. Research Triangle Institute, Microelectronics in
Space Research (Washington, DC: NASA SP-5031, August 1965), pp. 13 and 124.
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Research Case Studies

A complete examination of the integrated-circuit research carried out at
the Qualifications and Standards Laboratory, the Electronics Components
Laboratory, and the PREDICT facility of the NASA Electronics Research
Center is beyond the scope of this work, as is an assessment of the parallel
efforts carried out at other NASA centers. Instead, this section uses a series
of case studies to consider the efforts made to improve processes for fabri-
cating integrated circuits, thin-film devices, and hybrid circuits. The addi-
tion of thin-film devices stems from their inclusion along with integrated
circuits and so-called hybrid circuits as microelectronic devices. Furthermore,
the case studies include some research conducted by other centers, especially
the Marshall Space Flight Center, the Goddard Space Flight Center, and the
Langley Research Center, as well as research performed by industry and aca-
demia through grants and contracts administered by the Electronics Research
Center and other centers.

The presentation of the case studies is in four parts. The first deals with
understanding the causes of component failure and reliability. The second
concerns the creation of components impervious to the harsh conditions of
space, especially radiation and temperature extremes. The third part discusses
advances in specific fabrication processes, such as ion implantation and sepa-
rating integrated circuits from the wafer. The final section tackles improve-
ments in testing methods, such as the use of scanning electron microscopes.

Failure and Reliability

NASA’s need for small quantities of high-quality electronics subsystems made
the statistical approach to testing large numbers of parts uneconomical. As
Yasushi Sato has shown in his study of Apollo program reliability, NASA offi-
cials in charge of reliability at the highest levels, such as Nicholas E. Golovin
and Landis S. Gephart, were engineers with backgrounds in statistics, and
they argued for the indirect use of statistical techniques.'® Lower failure rates,
with the knowledge that an inherently failure-free design procedure had not
yet been discovered, only compounded the problem by requiring longer test-
ing times. NASA’s approach was to gain more knowledge on new components
through both research and experience, to achieve high confidence and reli-
ability. Better knowledge of materials, processes and their controls, and the
physics of both success and failure was obtainable only through research.”’

156. Yasushi Sato, “Reliability in the Apollo Program: A Balanced Approach Behind the
Scenes,” Quest 13, no. 1 (2006): 22-29.
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Rensselaer Polytechnic Institute

Typical of the general investigations of failure and reliability carried out by
NASA was that of Professor Sorab K. Ghandi'® of Rensselaer Polytechnic
Institute in Troy, New York, initiated in June 1965. His school received a
noncompetitive NASA contract (NAS 12-34) for research on a “Study of
Reliability in Microcircuits,” sponsored by the Qualifications and Standards
Laboratory of the Electronics Research Laboratory.”” One of the three lines
of investigation that he pursued was the replacement of gold in the fabrica-
tion of silicon devices. Jean Hoerni at Fairchild Semiconductor had devel-
oped the new technique of gold doping to improve the switching speeds of
silicon transistors. Going against the conventional wisdom that saw gold as
a contaminant reducing transistor gain, Hoerni diffused gold on the back
of the silicon wafer. His gold-doped transistors turned off faster, and David
Allison and other Fairchild engineers soon applied the technique to new
switching transistor products used in computing.'® By 1965 gold had found
extensive use in silicon microelectronics. Usually gold diffusion (Hoerni’s
doping technique) was the final process in fabricating the devices prior to
metallization and packaging. The introduction of gold resulted in a number
of problems, however. Gold has an extremely high diffusion constant, about
five to six orders of magnitude greater than that of boron and phosphorous,
the usual semiconductor dopants. Consequently, gold atoms cannot be con-
sidered immobile at temperatures 300°C or higher. Also, because gold is a
noble metal, one could not diffuse elemental gold.®!

The diffusion process proceeded from a gold-silicon alloy, which resulted
in damage to the surface of the wafer to a depth of many microns. This was of
no consequence when the entire integrated circuit was to be doped with gold.
In that case, gold was applied to the side of the wafer that constituted the
substrate, and one removed the damaged layer mechanically prior to packag-
ing. In other cases, however, it was necessary to use the actual face of the wafer
on which the microcircuit was fabricated. Because the fabrication of inte-
grated circuits used the first few microns of wafer material, the usage of gold
was not feasible in these instances. Another problem was the metallurgical

158. Sorab Khushro Ghandi was the author of 7he Theory and Practice of Microelectronics (New
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incompatibility of gold and aluminum, the material most commonly used
for integrated-circuit connections (metallization). At elevated temperatures,
gold, in the presence of aluminum and silicon, gave rise to the common
complaint called “purple plague,” a serious mechanism for device failure.'®*

Ghandi and his fellow Rensselaer Polytechnic Institute researchers consid-
ered four candidate metals to replace gold in integrated circuits: iron, nickel,
cobalt, and copper. They focused on nickel because of the existence of a large
body of knowledge concerning some of its properties in silicon as well as
Rensselaer’s past experience using nickel in microwave devices. Following a
literature search on nickel in silicon, the metal seemed to be promising. Their
subsequent research included diffusing nickel at different temperatures and
attempted to achieve uniform doping. They concluded that nickel, like gold,
could be used in high-speed switching devices, but that the behavior of nickel
in silicon was considerably more complex than that of gold because of effects
at both extremes of the diffusion temperature range.'®®

Librascope

Professor R. E. Back of Northeastern University in Boston carried out a similar
reliability study titled “Study of Reliable Solid-State Circuits” through NASA
grant (NGR-22-011-007).' In addition, the Electronics Research Center
awarded a research contract to the Librascope division of General Precision,
Inc., for a “Study of Failure and Reliability in Microelectronic Devices” in
1965. The goal of the Librascope study was to acquire a better understand-
ing of basic failure mechanisms and to identify methods for detecting them
through testing. Ultimately, NASA hoped, it would lead to methods for

162. Ghandi et al., Final Report on Study in Optimization of Microcircuir Design, p. 3. A com-
mon failure in lead wire connections was called “black plague.” This defect was the result of
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predicting failure rates through an understanding of failure mechanisms and
to tests for screening out potentially weak devices.'®

The effort focused on aluminum, including the bonding of gold and alu-
minum. Librascope performed lifetime and heat stress testing of a specific
type of commercial integrated circuit (known as a NAND/NOR gate) made
by Fairchild, Motorola, Signetics, and ITT that included both diode transis-
tor logic (DTL) and complementary transistor logic (CTL) circuits. The test
consisted of temperature cycling from —55°C to +125°C, temperature-step
stress testing from +200°C nonoperating until failure of units, and operating
life tests at +125°C.1%¢

After thousands of hours of tests on hundreds of integrated circuits from
the five manufacturers, Librascope technicians concluded that “the bulk of
the failures in microelectronic devices at the present time are process fail-
ures and not random failures.” Process failures, in fact, had beset the research
effort. During the first year of the study, for example, Librascope had to
eliminate Motorola from further consideration because of early incidences of
purple plague. They rejected ITT completely during the study’s second year
because of a fundamental fabrication problem, while a different Motorola
microcircuit exhibited a high incidence of failures in a given region of the
device studied.'®”

Librascope found three fabrication processes to be under inadequate con-
trol. These were the minimization of the rate of growth of purple plague, the
minimization of the rate and extent of interaction between thin-film alu-
minum and the underlying dielectric, and possibly incomplete removal of
photoresist in wafer regions that had “windows” in the dielectric for thin-film
electrode connections. The researchers proposed several possible screening
tests to isolate select problems, including visual inspection prior to sealing
and vibration and x-ray testing.'®®
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Tritium Tracer

One of the causes of failures in integrated circuits was believed to have been
hydrogen entrapped between layers of silicon dioxide, but no experimental
evidence existed to support that belief. In order to investigate the presence of
hydrogen as a cause of failure, the Electronics Research Center turned to the
Autonetics Division of North American Aviation, with which it already had a
contract to study improved process techniques for making silicon integrated
circuits. The center had the company develop a tritium'® tracer and obtain
quantitative information on the entrapment of hydrogen in grown silicon
dioxide layers.'”°

The Autonetics team, under J. E. Meinhard, began by studying 30 transis-
tors of the type used on the Minuteman II missile, half of which were processed
with deuterium, a stable isotope of hydrogen. Prior to bringing the tritium
tracer to bear on their work, the team performed gas analyses of the transis-
tors that indicated the presence of mainly nitrogen, not hydrogen, but they
admitted that hydrogen may have leaked or diffused into the sealed packages
during baking. The presence of nitrogen was normal.'"”" Upon investigation
with the tritium tracer, Meinhard’s group discovered that significant amounts
of hydrogen had been retained in the silicon oxide matrix when steam had
been present in the gas used to oxidize silicon. They carried out a subsequent
examination of 75 silicon wafers at the company’s General Atomic facilities.
In addition, they selected 30 general-purpose amplifier microcircuits (10 each
made by Texas Instruments, Westinghouse, and Norden) to investigate the
effects of ambient hydrogen on transistor gain. The Norden circuits showed
nitrogen as the major constituent, and the same gas was the major constituent
in the Texas Instruments devices. Nonetheless, five contained small amounts
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of carbon dioxide, and four contained helium, which probably stemmed
from their being pressurized in helium prior to leak testing.'”

In contrast, the results obtained from testing the Westinghouse devices
were “erratic.” Three showed hydrogen contents above 85 percent with a
smaller percentage of nitrogen, while two devices contained no detectable
hydrogen but noteworthy amounts of nitrogen and oxygen. The explanation
appeared to lie in the package-sealing process. The sealing of the integrated
circuits took place in a continuous-belt furnace that had a nitrogen blanket
on both ends and a small region of hydrogen at the center of the furnace. As
a result, the gas composition of the packaged device depended on where in
the furnace the package became sealed. This study—and the work conducted
in parallel internally at the Electronics Research Center—provided the first
direct evidence of hydrogen contamination, a potential failure mechanism in

microelectronic devices.'”?

Components

Research carried out at the ERC and other centers on certain components
was relevant to the advancement of integrated-circuit reliability insofar as
the improved components would be integrated into those microcircuits and
would be more resistant to such adverse space conditions as radiation and
high temperatures. After development of a transistor or diode that met these
rigorous conditions, the task of manufacturing them as part of an integrated
circuit would follow. One example of this class of research was the develop-
ment of a radiation-resistant transistor using thin-film techniques.

Silicon solid-state devices were less tolerant of radiation than conven-
tional, nonsilicon resistors and capacitors, and unquestionably less tolerant
than thin-film devices, because they contained no silicon. Silicon semicon-
ductors were susceptible to radiation damage because that material consists
of a single crystalline structure, and dislocations or disturbances in its crystal
lattice would cause it to deteriorate. Proton radiation and other energetic par-
ticles such as that found in space could cause distortions in the silicon crys-
tal lattice, primarily through the displacement of atoms from lattice points
into interstitial regions, and cause a degradation in performance because of
changes induced in the material’s physical properties.'”*
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Battelle Memorial Institute

In order to understand the impact of radiation on specific commercially
available solid-state devices, NASA's Goddard Space Flight Center paid the
Columbus, Ohio, laboratories of the Battelle Memorial Institute to investi-
gate the effect of space radiation on silicon integrated circuits in 1964 and
1965. The study looked at 16 types of integrated circuits representing vari-
ous prevalent logic configurations,'”” functions, and fabrication techniques
(such as planar epitaxial or triple-diffusion planar processes) made by five
different companies. Battelle exposed them to a 3-Mev electron environment
under different electrical conditions until they failed. The researchers came to
several conclusions. Among those was that no one class of microcircuits was
inherently superior to another, but those using faster transistors (usually epi-
taxial transistors) were more resistant to failure.'”® In a subsequent leg of the
study conducted in 1965 and 1966, the Battelle technicians examined four
other types of integrated circuits, including digital MOS (metal-oxide semi-
conductor) circuits, manufactured by nine companies,'”’” by exposing them
to electron radiation until failure. Again, they exposed all devices to 3 Mev
of electron energy, except the MOS circuitry, which they exposed to 1.5 Mev
electrons. Again, they reached several conclusions about circuit types, tran-
sistor gain, and the failure mechanisms. They also concluded that currently
available MOS microcircuits resisted lower radiation exposures better than
the other three genres of circuits studied.'”®

The Mead Triode

Another critical component research area was in the development of thin-
film devices capable of resisting space radiation. The earliest of these was a
so-called Mead triode, named after the microelectronics pioneer Professor
Carver A. Mead of the California Institute of Technology (later Gordon and
Betty Moore professor emeritus), who first proposed making an all-evaporated
thin-film triode in a particular manner in 1961. Mead’s triode was a new

175. The logic configurations were Resistor-Capacitor-Transistor Logic (RCTL), Resistor-
Transistor Logic (RTL), Diode-Transistor Logic (DTL), Emitter-Coupled Logic (ECL),
and Transistor-Transistor Logic (T2L). Battelle Memorial Institute, Study of the Effect of
Space Radliation, pp. iv, 5, and 7.

176. Battelle Memorial Institute, Study of the Effect of Space Radiation, pp. ii, 1, 2, and 162.

177. The manufacturers were Amelco, Fairchild, General Instrument, Motorola, Philco,
Radiation Incorporated, Signetics, and Westinghouse. The MOS devices were the General
Instrument 7531 and 7532 and the Fairchild ptM400. Battelle Memorial Institute, Study
of the Effect of Space Radiation, p. 6.

178. Battelle Memorial Institute, Study of the Effect of Space Radiation, pp. ii and iii.
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type of device that used the principle of tunnel emission, a concept from
quantum mechanics that was just then being explored in solid-state electron-
ics following the discovery of the tunneling effect in 1958 by Leo Esaki, a
Japanese physicist then working for the Sony Corporation. For his discovery
Esaki received the Nobel Prize in physics in 1973."” Tunneling phenomena
provided a path for electrons, and the voltage applied to the Mead triode
determined the number of electrons in motion and that, in turn, allowed one
to turn the triode into an amplifying device.'®

Mead showed that one could create a controlled electron source by using a
metal-insulator-metal diode structure in which the second metal layer was very
thin. By adding an additional insulator and a metal collector layer, one also
could devise a triode. Mead built and studied both diode and triode devices
made from several kinds of materials but found that he obtained the best triodes
when making them out of aluminum oxide (Al O,) insulating films as well as
tantalum pentoxide (TaZOS).181 In 1962, with funding from the Air Force and
NASA, Gulu T. Advani and two other researchers at MIT’s Electronic Systems
Laboratory attempted to construct a Mead triode out of aluminum and alu-
minum oxide, but utilizing thin-film fabrication techniques, and succeeded.'*?

University of Virginia

Beginning in 1962, Professor Robert L. Ramey and a group of graduate
students at the Research Laboratories for the Engineering Sciences at the
University of Virginia, in Charlottesville, performed a more intensive study
of these thin-film devices under a grant from the Langley Research Center.
The initial idea was to develop thin-film devices for use in various instru-
ments, but the state of the art required substantial theoretical investigation
to develop the basic knowledge of the physics of thin films to create practical
devices. During the first year of the study, from December 1962 to December
1963, Ramey focused on developing the accuracy of the equipment used to
deposit the films and evaluating and calibrating the equipment.'®

179. Betlin, Man Behind the Microchip, p. 66.

180. 1964 Program Review, p. 16.

181. Carver A. Mead, “Operation of Tunnel Emission Devices,” Journal of Applied Physics 32
(1961): 646-652.

182. Gulu T. Advani, James G. Gottling, and Martin S. Osman, 7hin Film Triode Research
(Cambridge: MIT Electronic Systems Laboratory, March 1962).

183. Robert L. Ramey, A Study of Thin Film Vacuum Deposited Junctions, Annual Status Report
(Charlottesville: University of Virginia, January 1964), pp. 1, 2, and 27 (hereafter Ramey,
January 1964); Ramey, A Study of Thin Film Vacuum Deposited Junctions, Semiannual Status
Report (Charlottesville: University of Virginia, June 1967), p. 2 (hereafter Ramey, June 1967).
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The next phase called for research into three basic areas of thin-film phe-
nomena—conductivity, Hall effect, and photoelectric effects—utilizing both
single films and rectifying junctions between dissimilar films. In 1965, during
the study’s third year, the laboratory entered various theoretical and analytical
areas of research on thin films as well as some developmental work that even-
tually led to the issuance of two U.S. patents.'®* Having achieved control over
the physical and electronic properties of the deposited films, Ramey devised
a method for depositing germanium films with controlled-hole mobility that
led to the first NASA patent to emerge from the research.' Their research
into the design and fabrication of thin-film electronic devices had placed them
in a position to capitalize on the abilities they developed through the Langley
grant. The laboratory, moreover, had developed a “boat” for the evaporation

of insulating films (such as those made from silicon monoxide, SiO).'®

Hughes Aircraft Research

While the University of Virginia study contributed to knowledge of the
physics of thin-film devices, including space charge effects,'” NASA needed
practical applications of that knowledge to the solution of space electronics
problems. The Electronics Research Center therefore decided to develop a
thin-film space-charge-limited triode, specifically for NASA spacecraft with
orbits in the Van Allen radiation belt, based on the theoretical concepts of

G. T. Wright, published in 1963.'% The development effort took place at both

184. Robert Ramey, Hugh S. Landes, and Eugene A. Manus, “Active Microwave Irises and
Windows,” U.S. Patent #3,649,935, filed 18 August 1970, issued 14 March 1972,
assigned to NASA; and Ramey, Landes, and Manus, “Thin Film Microwave Iris,” U.S.
Patent #3,676,809, filed 28 May 1970, issued 11 July 1972, assigned to NASA.

185. Robert Ramey and William D. McLennan, “Depositing Semiconductor Films Utilizing
a Thermal Gradient,” U.S. Patent #3,420,704, filed 19 August 1966, issued 7 January
1969, assigned to NASA.

186. Ramey, January 1964, p. 27; and Robert Ramey, A Study of Thin Film Vacuum Deposited
Junctions, Semiannual Status Report (Charlottesville: University of Virginia, July 1965),
pp- 2-3 (hereafter Ramey, July 1965).

187. Ramey, July 1965, p. 18; and Robert Ramey, A Study of Thin Film Vacuum Deposited
Junctions, Annual Status Report (Charlottesville: University of Virginia, December 1965),
p. 2.

188. G. T. Wright, “Space-Charge-Limited Solid-State Devices,” Proceedings of the IEEE 30
(November 1963): 1642-1652; Hughes Aircraft Company, Solid State Research Center,
Development of a Thin-Film Space-Charge-Limited Triode, Final Report (Newport Beach,
CA: Hughes Aircraft Company, June 1966), p. 7. On the development of the device,
see also Rainer Zuleeg and Peter Knoll, “A Thin-Film Space-Charge-Limited Triode,”
Proceedings of the IEEE 54, no. 9 (September 1966): 1197-1198; and Knoll and Zuleeg,
“A Thin-Film Space-Charge-Limited Triode,” Proceedings of the IEEE 55, no. 2 (February
1967): 249.
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the ERC and the Microelectronics Division of the Hughes Aircraft Company
in Newport Beach, California. Hughes started work in March 1965 and pro-
duced results by June 1966 under the leadership of Rainer Zuleeg.'®

Space charge is the electrical current that results when a metal object is
heated to incandescence in a vacuum. When a metal object is placed in a
vacuum and is heated to incandescence, the energy is sufficient to cause elec-
trons to “boil” away from the surface atoms and surround the metal object in
a cloud of free electrons. Because the resulting electron cloud has a negative
charge, any nearby positively charged object will attract it, thus producing
an electrical current that passes through the vacuum. Space charges also can
occur within a solid, liquid, or gas.

The Hughes study considered both experimental and theoretical aspects
of thin-film space-charge-limited triodes, including their development, their
limitations, and the feasibility of manufacturing them via photolithography
and related processes. Zuleeg’s team created several versions of the thin-film
space-charge-limited triode. In fact, prior to winning the NASA contract, the
team already had fabricated one consisting of silicon layered on sapphire. The
production of the device for NASA, however, utilized more sundry materi-
als and fabrication processes. The original device had a mesa structure, not
unlike early transistors, but in the course of development Hughes replaced it
with a planar structure.'

Learning how to make batches of this special device was a rocky road. The
batches of devices processed under the NASA contract initially yielded very
few operable devices as a result of manufacturing problems in the etching and
mask design steps. Subsequent lots underwent a number of fabrication varia-
tions in order to determine approaches to solving these problems. As a result,
the last five batches yielded higher portions of usable devices. The Hughes
researchers concluded that the availability of better silicon films in the near
future would result in better fabrication results.”"

The results of a range of radiation tests were promising. In addition, it
appeared that the space-charge-limited triode had considerable potential as
a microwave amplifier. Zuleeg’s team believed that, among other advantages,

189. “Preliminary History of the National Aeronautics and Space Administration dur-
ing the Administration of President Lyndon B. Johnson: Final Edition,” Manuscript,
Vol. 1 (Washington, DC: NASA, 1969), V-34; 1967 Program Review, p. 18; and NASA,
Fourteenth Semiannual Report to Congress, p. 99.

190. Hughes Aircraft Company, Development of a Thin-Film Space-Charge-Limited Triode,
pp-4and 7.

191. Kenneth G. Aubuchon, Peter Knoll, and Rainer Zuleeg, Research for Development of
Thin-Film Space-Charge-Limited Triode Devices (Newport Beach, CA: Hughes Aircraft
Company, May 1967), pp. 27-29, 31, and 65.
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the devices appeared to be capable of straightforward integration into high-
speed and high-frequency (3 to 4 GHz) circuits. The thin-film space-charge-
limited triode offered a specific advantage over regular integrated circuits
built on silicon wafers. The disadvantage of the wafer arose from the fact
that all the electronic parts in the integrated circuit were coupled electrically
via the conductive substrate, and this coupling limited the operation of the
device at high frequencies. From NASA’s point of view, the thin-film triode
had several advantages. Because it was a thin-film device, it was compatible
with other thin-film technologies, thereby simplifying their usage over sili-
con wafer microcircuits. Additionally, the space-charge-limited triode offered
high-speed, radiation-resistance, and high-temperature capabilities.'

Texas Instruments

That the space-charge-limited triode could operate at high frequencies (3 to
4 GHz) was encouraging, because NASA wanted to take advantage of the
many benefits gained by operating at higher frequencies, especially in the
microwave range. It was in this vein that the Electronics Research Center’s
Microwave Radiation Laboratory commissioned Texas Instruments to
develop a microwave integrated circuit as part of its millimeter and submil-
limeter circuits and component program. The first step (R&D 65-45, “Solid
State Integrated Microwave Circuits”) was a study to define the specific prob-
lem areas associated with integrated circuits at microwave frequencies. The
goal was to help to solve the disadvantages of integrated circuits at microwave
frequencies, such as circuitry restrictions, tight tolerances, element isolation,
and low reactance Q’s.'

Throughout the first phase of the study program, Texas Instruments made
extensive use of the results of company-sponsored research and, especially, the
work done by the firm on the Molecular Electronics for Radar Applications
(MERA) program under contract with the Air Force Systems Command

192. Aubuchon, Knoll, and Zuleeg, Research for Development of Thin-Film Space-Charge-
Limited Triode Devices, pp. 1, 57, 62, and 65; Hughes Aircraft Company, Development of
a Thin-Film Space-Charge-Limited Triode, p. 47; and 1967 Program Review, p. 25.

193. NASA Research and Technology Coordinated Documentation Form, 26 October 1964,
Folder “FY1965 Program Actions,” Box 9, RG 255, AN 71A3002, WNRC; G. M.
Trafford to W. E. Kock, “Procurement Request for a Research Study on Solid State
Integrated Microwave Circuits,” 19 March 1965, Folder “Official File (R&D) Calendar
Year 1964,” Box 9, RG 255, AN 71A3002, WNRC; ERC, Task Approval Document,
19 February 1965, Folder “Official File (R&D) Calendar Year 1964,” Box 9, RG 255,
AN 71A3002, WNRC.
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at Wright-Patterson Air Force Base.' Subsequently, under Contract NAS
12-75, Texas Instruments conducted analytical studies and completed pre-
liminary designs of a solid-state silicon, integrated-circuit telemetry trans-
mitter capable of operating in the S band (2 to 4 GHz)—which was used
for air-trafhc control and long-range weather applications—as well as in the
meteorological telemetry band of 1700 to 1710 MHz (L band). The design
goal was to create an FM transmitter with an output of 2 watts at 15 percent
efficiency. The estimated size of the completed device was 2 inches x 2 inches
x 3 inches and its weight about 2 pounds. Hardware was available as well
as a report. Laboratory devices currently under evaluation were capable of
1 watt at 2 GHz."” The Texas Instruments team—actually Albert E. Mason,
Jr., project engineer; and Louis I. Farber, engineer—initially studied solid-
state microwave devices, techniques, and components capable of functioning
in the frequency range of 1 to 6 GHz. They looked at a number of devices,
including transistors, thin-film devices, and so-called Schottky barrier diodes.
They eventually would use this information to design a simple hypothetical
microwave FM telemetry transmitter.'”®

The leap to frequencies above 1 gigahertz was considerable, as integrated
circuits in 1964 and 1965 could achieve a bandwidth of 100 MHz, a consid-
erably small fraction of 1 GHz. Laboratory transistors had been built capa-
ble of continuous-wave power outputs of about 1 watt at frequencies above
2 GHz. Part of the problem was that the small size of integrated circuits
gave rise to inductance and parasitic capacitance. For several years prior to
the NASA study, Texas Instruments had been working toward extending the
frequency response and power-handling capability of transistors and had suc-
ceeded in developing a new generation of UHF silicon transistors—namely,
the TI3016A silicon planar transistor. Under laboratory conditions Texas
Instruments was able to create devices that developed an output of 30 mW
at 4.5 GHz with a pulsed input of 10 mW at 2.25 GHz. They also experi-
mented with power amplifiers under the military’s MERA program, and they
built an entire single-stage 500 mW preamplifier as a single integrated circuit
through selective epitaxial deposition.'”

194. Texas Instruments Incorporated, Study of Solid-State Integrated Microwave Circuits
(Washington, Government Printing Office, 31 December 1965), p. iv.

195. The contract actually called for a transmitter with wider specifications: 1 to 5 watts of
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197. Texas Instruments Incorporated, Study of Solid-State Integrated Microwave Circuits, pp. 1,
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The Texas Instruments engineers produced a microwave integrated circuit,
but their conclusion at the end of the NASA study was that the knowledge
gained about the devices, techniques, and components studied was fleeting
because of the rapid progress being made in microwave integrated circuits.
Before finalizing the design of the transmitter, they argued, it would be neces-
sary to update the study by examining the latest work in microwave integrated
circuits.'”® Texas Instruments was so certain that the NASA work would lead
to useful new microwave integrated circuits that it asked NASA upfront for a
waiver of the Agency’s patent rights in 1965 in advance of signing a contract.
The company claimed to have made a substantial investment of its own funds
as well as those of the MERA program. However, NASA pointed out that
the internal funds had underwritten work on devices that did not operate
at microwave frequencies, and the MERA dollars only confirmed NASA’s
position that the work in microwave integrated circuits had been done with
government money, which precluded the issuance of a waiver. In fact, the
Agency concluded that communications in the microwave range (1 GHz to 6
GHz) had no “general commercial application” and that the government had
been the principal developer of these devices.'”

Improving the IC Fabrication Process

The ERC’s Electronics Component and Qualifications and Standards labora-
tories conducted substantial research internally as well as through grants and
contacts with industry and academia aimed at improving the processes for
fabricating integrated circuits. The centers equally were involved in the effort,
but the Electronics Research Center distinguished itself as the leader in basic
research intended to increase fundamental understanding of the physics and
chemistry of those processes. The goal, as always, was to fabricate better, more
reliable integrated circuits.

lon Implantation

One of the most promising techniques for improving the fabrication of
integrated circuits was ion implantation.””® Pioneered at Bell Telephone

198. Tbid., p. 147.

199. Memorandum, R. E. Walsh, Contract Negotiator, to J. T. Dennison, Director, Technology
Utilization, “Request by Texas Instruments, Incorporated, for Waiver of Title under New
Technology Clause—Proposed Contract ERC-R&D 65-45,” 11 August 1965, “(T)
Chronological File—MTr. Dennison (1965),” Box 15, RG 255, AN 71A-2309, WNRC.

200. For a short history of ion implantation, see Richard Fair, “History of Some
Early Developments in Ion-Implanted Technology Leading to Silicon Transistor
Manufacturing,” Proceedings of the IEEE 86 (1998), pp. 111-137.
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Laboratories in the late 1940s and early 1950s for the manufacture of tran-
sistors, ion implantation was one of the oldest methods for introducing the
impurities—called dopants—that created the so-called n and p areas in sili-
con or germanium to form transistors or diodes.”’ As a result of this pio-
neering work with transistors and diodes, ion implantation in silicon and
germanium was a given. But in light of the vulnerability of silicon to space
radiation, NASA hoped to utilize other materials in integrated circuits. Its
research therefore focused on the possibility of using ion implantation with
alternative materials.

At the same time, industry—with financial assistance from the armed
forces (the Naval Avionics Facility at Indianapolis, for instance)—was investi-
gating silicon-based ion implantation techniques. In 1964, CBS Laboratories
was looking at the feasibility of creating active semiconductor p-n junction
and tunnel devices via electron-beam technology. They already had built
backward and tunnel diodes. The CBS researchers successfully doped silicon
substrates with indium using an ion gun controlled by electronic raster cir-
cuits similar to those that manipulate the electron beam in television picture
tubes. Because the researchers could control the ion gun quite finely, industry
hoped that the technique could lead to the eventual elimination of the banks
of costly diffusion furnaces that were part and parcel of the integrated-circuit
manufacturing process and might solve some of the problems encountered in
forming transistors and diodes on thin-film substrates. Indeed, the ultimate
goal of the CBS research was a thin-film technique that would have had all
the advantages of planar silicon technology.?**

The ion implantation research overseen by the Electronics Research
Center appears to have resulted from an unsolicited proposal submitted in
1965 by the Sprague Electric Company. That company, through the National
Research Corporation acting as its subcontractor, conducted a 12-month
study of techniques that used a focused ion beam, instead of the conven-
tional masking and diffusion techniques, to create reliable, radiation-resistant
integrated circuits. Initially they produced a wafer of n-p-n transistors doped
via ion implantation. Heat treatment for radiation damage followed in the
same vacuum machinery as the ion implantation. Eventually, they extended

201. J. Stephen, “Ion Implantation in Semiconductor Device Technology,” Radio and Electronic
Engineer 42, no. 6 (June 1972): 265-283; Dummer, Electronic Inventions, p. 106; and
William Shockley, “Forming Semiconductive Devices by lonic Bombardment,” U.S.
Patent #2,787,564, filed 28 October 1954, issued 7 April 1957.

202. Frank Leary, “Microelectronics,” Space/Aeronautics (February 1964): 71. 'The
Westinghouse Central Research Laboratory also was using a rastered electron beam, but
to polymerize photoresist material preparatory to diffusing p-n junctions in silicon, in
order to ease mask requirements and reduce costs. Ibid.
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the wafer pattern to add resistors and capacitors to complete the integrated
circuit design.*®®

A far more ambitious study soon ensued. Between 1967 and 1970 the
Hughes Research Laboratories in Malibu, California, examined ion implan-
tation on behalf of the Electronics Research Center. During the first phase
of the study, completed in October 1967, the laboratory demonstrated that
one could form p-n junctions in gallium arsenide (GaAs) and silicon carbide
(SiC) using ion implantation. The next step was an evaluation of the devices
resulting from implanted zinc, cadmium, tin, and sulfur in gallium arsenide
and antimony and bismuth in silicon carbide.”** The Hughes researchers pre-
sented their results at two professional meetings held in 1968.2

As the research of the Hughes team progressed into 1969, they achieved
a first: doping phosphorus and antimony in silicon carbide. The potential
advantage of ion implantation over other fabrication processes, the Hughes
team reported, was demonstrated best in the formation of silicon carbide p-n
junctions. Industry normally grew the hexagonal form of silicon carbide at
temperatures of 2,500°C or above and normally carried out the diffusions for
forming junctions at 2,000°C to 2,500°C. Typically one had to maintain these
high temperatures for several hours. In contrast, the Hughes investigators
succeeded in producing p-n junctions in silicon carbide by ion-implanting

203. Electronics Research Center, Task Approval Document, Research and Development,
17 June 1965, “FY1965 Program Actions,” Box 9, RG 255, AN 71A3002, WNRC;
Memorandum, Director, Electronics Research Center, to Associate Administrator for
Advanced Research and Technology, “Request for Approval of FY 1965 R&D Task,”
and attachment, “Research and Technology resume,” “Official File (R&D) Calendar Year
1965,” Box 9, RG 255, AN 71A3002, WNRC. Contract R&D 66-60, “Ton Implantation
Technique Study,” $55,000, “Procurement Request Status Report,” attached to
Memorandum, Chief of Procurement to Director, “Monthly Report—November 1965,
3 December 1965, “Code AA Activity reports—1965,” Box 15, RG 255, AN 71A-2309,
WNRC.
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nitrogen, phosphorus, or antimony, then annealing them at temperatures as
low as 1,000°C for only 1 to 2 minutes.?*

Further successes came out of the Hughes research. They continued to
improve their processing and fabricating techniques, and by the end of the
study in August 1970 they demonstrated the ability to form good quality
p-type layers by implanting cadmium or zinc at room temperatures, while
producing n-type layers with sulfur ions. Ultimately the Hughes effort con-
tributed to the development of new techniques for doping semiconductors
through ion implantation instead of diffusion and masking processes. They
showed, too, that one could dope materials through ion implantation that
one could not dope using standard fabrication processes. Another key advan-
tage to implantation was the ability to use low temperatures in place of the
high temperatures required for the diffusion process. Implantation also per-
mitted one a far better degree of control of the formation of patterns as inte-

grated circuits became smaller and smaller still.””

Separation Anxiety

One of the most critical stages in the fabrication of integrated circuits was
their separation from the wafer. A significant portion (upwards of 75 percent
in some cases) of them were damaged or destroyed routinely during their
separation from the wafer mainly by scratching or breaking them.””® Any
solution to this problem would have obvious benefits for industry, because it
would mean reaping more useful integrated circuits per batch. Two research-
ers in the Failure Mechanisms Branch of the Electronics Research Center—
Irving Litant and Anthony J. Scapicchio—came up with a solution, which
subsequently received a U.S. patent and earned the inventors employee rec-

ognition awards.*”

206. Dunlap, Hunsperger, and Marsh, Development of lon Implantation Techniques for
Microelectronics (Washington, DC: NASA, October 1969), pp. 1 and 4.

207. Dunlap, Hunsperger, and Marsh, October 1969, pp. 5-6; Marsh, Dunlap, R. Hart, and
Hunsperger, Development of Ion Implantation Techniques for Microelectronics (Washington,
DC: NASA, 1970), pp. xi and 1; and 1967 Program Review, p. 26.

208. Irving Litant and Anthony J. Scapicchio, “Apparatus and Method for Separating a Semi-
conductor Wafer,” U.S. Patent #3,493,155, filed May 1969, issued 3 February 1970, p. 4.

209. “Research Highlights,” ERC News, 1 June 1969, n.p., Folder “ERC History House Organ
1966-1969,” Box 8, RG 255, AN 71A2309, WNRC; NASA, Twenty-Second Semiannual
Report to Congress, July 1-December 31, 1969 (Washington, DC: NASA, 1970). Upon
the closing of the Electronics Research Center in 1970, both Litant and Scapicchio trans-
ferred to the Department of Transportation’s Transportation Systems Center. Boyd C.
Myers 11, A Report on the Closing of the NASA Electronics Research Center (Washington,
DC: NASA, 1 October 1970), pp. 201-202.



NASA’ Role in the Manufacture of Integrated Circuits 217

Typically one scribed silicon wafers, and the lines so formed determined
the boundaries of the integrated circuits. Then one flexed the wafer in such a
manner as to separate the integrated circuits from the wafer. Operators used
saws or ultrasonic cutters to separate the microcircuits. In some cases they
might employ a curved cylindrical anvil or a roller. Technicians had to flex
the wafer in one direction then in another before cutting, and they had to be
careful to minimize damaging and contaminating the circuits. Several other
techniques were in use, but they all suffered from the same difficulties.

The Litant-Scapicchio technique entailed using an open-ended cylindrical
chamber that contained a convex hemisphere on which one placed the scribed
wafer. An operator placed a flexible diaphragm over the wafer and convex
hemisphere and positioned a second chamber over the convex hemisphere.
Fluid pressure introduced into the upper chamber forced the flexible dia-
phragm downward and onto the wafer. As the pressure increased, the flexible
diaphragm “walked” across the surface of the wafer. The pressure continued to
increase until the entire wafer was broken. After the turning off of the pressure
and the removal of the upper chamber and flexible diaphragm, the wafer was
in the form of numerous chips. During the entire operation the integrated
circuits did not come in contact with each other, thereby avoiding damage to
the microcircuits. The separation of the integrated circuits was clean, clear-cut,
and orderly along the scribed lines, and little if any flakes or dust formed as a
result. In actual practice the inventors achieved very high yields.?'

Irving Litant also invented a method for locating leaks in hermetically
sealed containers intended for use in testing packaged electronics. Sensitive
electronic devices, such as transistors and integrated circuits, frequently were
packaged in metal containers that had been sealed hermetically in small pro-
tective metallic or ceramic enclosures to protect them from a variety of envi-
ronmental contaminants. The problem was that once these packages were
sealed, one had to test to ensure that the seals were tight.”'' Of course, various
testing methods already existed. One method—prescribed by the Defense
Department (MIL-STD-202C)*">—consisted of immersing the device in a
bath of ethylene glycol or glycerol heated to 150°C and watching for bubbles
of gas escaping. This method was highly unreliable, however, and several other
methods were available. A method in use at the Electronics Research Center

210. Litant and Scapicchio, “Apparatus and Method,” p. 4.
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employed the standard helium leak detector but modified significantly by
the addition of a sample container having a controlled orifice. The particu-
lar advantage of this method was that leaks intermediate between gross and
fine could be detected reliably. Litant’s improved, patented method basically
involved introducing a low-boiling fluorocarbon liquid (Freon 11, for exam-
ple) into the sealed container through any leak, and the detection of the resul-
tant vapor escaping from the leak by means of a halogen leak detector. The
technique allowed one to pinpoint leaks and to determine the leak rate.?'?

Researchers at the Electronics Research Center developed several additional
methods for improving the integrated-circuit fabrication process, such as the
use of lasers to scribe wafers. Laser-scribing eliminated the tiny cracks that
often formed at the intersection of scribe lines, minimized or eliminated the
preparation of the scribe channels, and increased yield during the breaking
process. NASA touted the laser technique as being able to compete successfully
with existing methods as a high-speed production tool for scribing wafers.?'*

The Electronics Research Center also was in the middle of the push toward
computer-aided design of circuits, including those that would become inte-
grated circuits.””® Universities and the armed services were the key players
in the development of the new techniques. The Joint Services Electronics
Program,?'® for example, invested heavily in the computer design of inte-
grated circuits at the University of California, Berkeley. The most widely used
design software developed was a circuit simulation program known as the
Simulator Program with Integrated Circuits Emphasis (SPICE).*”

The Electronics Research Center had an “extremely active” program in
computer-aided circuit design. Its focus was on circuit analysis techniques
to the design of microelectronic circuits. The center contracted out much
of the research (as had the military) through various grants and contracts to
a number of universities,*'® such as Villanova University in Pennsylvania*”
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and MIT in Massachusetts.””® The Electronics Research Center took center
stage on 11-12 April 1967 when it hosted its computer-aided circuit
design seminar at MIT’s Kresge Auditorium. Participants came from IBM
and its Watson Research Center, Bell Telephone Laboratories, Los Alamos
Scientific Laboratory, the Sandia Corporation, Rice University, the Boeing
Corporation, the Air Force Weapons Laboratory (Kirtland, New Mexico),
the Bendix Radio Division, and of course the Electronics Research Center—
the only NASA center participating in the seminar. The event concluded with
a panel discussion on time-sharing versus batch processing.””!

The total NASA computer-aided design program comprised more than
the design and analysis of integrated circuits. The computer-aided “efforts
include techniques for diagramming circuits and modeling the components,
the automated production of the masks and layouts from which the actual
circuits are made, and the reduction and analysis of test data. To date [March
1969], these efforts have produced a series of computer programs suitable
for analyzing digital circuit designs and laying out the precision masks used
in device fabrication. In Fiscal Year 1970, these efforts will continue with
emphasis on a broader range of circuit types, the development of automated
test instrumentation, and the elimination of hand-drawn layouts in the device
fabrication process. Our aim in this area is to capitalize on the facilities and
competence of industrial and university research and direct selected investiga-

tions of particular interest to meeting future acrospace operational needs.”***

Testing Methods

An essential and critical stage in the manufacture of reliable integrated cir-
cuits was their testing. Microscopes had long been a standard tool for the
nondestructive testing of transistors and later microcircuits. The screening
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procedures for the Apollo program, carried out by the Raytheon Corporation’s
Space and Information Systems Division, called for the use of microscopes
in testing integrated circuits for the guidance and navigation computers. In
general, technicians performed inspections at determined minimum magnifi-
cations—for example, at a minimum magnification of 150 times to discover
scratches on the chip’s surface or corrosion of the metallic connections. Other
checks required minimal magnifications of only 80 times and some as low as
20 times.*”

Microscopes also served as a critical tool in the three tests prescribed for
detecting packaging leaks. These were known as the helium or “radiflo” leak,
the nitrogen bomb, and the hot glycerol bubble tests, the latter being per-
formed in accordance with specifications laid out by the Defense Department
(MIL-STD-202C). The tritium tracer was not available yet. For these tests
the Apollo program specified the use of binocular microscopes capable of
magnification of only 7 to 10 times in order to observe the stream of bubbles
that would indicate a package leak.?*

Such visual observations were standard practice for both NASA and the
military, but were inadequate for testing for a range of failure mechanisms.
The Apollo guidance and navigational computer integrated circuits under-
went tests to determine whether their leads were too long or came in contact
with each other. Microscopes were incapable of penetrating their packaging,
so x-raying proved an excellent screening procedure. However, the technique
was useless for devices that employed aluminum leads (the material of choice
for integrated-circuit connections) because that metal is transparent to x rays.
A major improvement came out of the ERC’s Qualifications and Standards
Laboratory, when the staff succeeded in using an x-ray spectrograph to mea-
sure the thickness of aluminum deposited on silicon to within + 10A. The
spectrograph operated in conjunction with a vacuum evaporator for deposit-

ing aluminum film and a diffusion furnace to study aluminum interfaces.**’

Scanning Electron Microscope

One of the routine instruments utilized by industry today for testing inte-
grated circuits on the production line is the electron microscope. Electron
microscopes already had been around for decades when the integrated circuit
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came along, as they date back to the 1930s and 1940s.*° Adapting them
to integrated-circuit testing on a production line was not a straightforward
proposition for a number of reasons. To begin with, early in the development
of the electron microscope, a question arose concerning two different types
of lens systems. It was not at all obvious whether the electromagnetic lens or
the electrostatic design would prove to be superior. Their application to the
manufacture of integrated chips would appear to have had to wait until 1965,
when Cambridge Instruments introduced the first commercial scanning elec-
tron microscope (the Stereoscan).?””

The electron microscope held out promise because of the extremely small
sizes involved with integrated circuits. They had an area of about 1 square
millimeter, and some contained dozens of transistors, diodes, and resistors.
The electrical interconnections between them often were but a few microns
wide, which made physical contact with them for testing not only difficult

but also dangerous to their mechanical and electrical integrity.**

Already during the 1950s, some experimental work had taken place in the
scientific study of semiconductors with electron microscopes.*”’ Still, given
the variety of electron microscopes available (at least for scientific research),
which one would be the most appropriate instrument for integrated-circuit
testing was not clear. Therefore, to determine the electron microscope type

226. For the history of the electron microscope, see Ladislaus Marton, Early History of the
Electron Microscope (San Francisco: San Francisco Press 1968); Peter W. Hawkes, ed., 7he
Beginnings of Electron Microscopy (Orlando, FL: Academic Press, 1985); John Reisner,
“An Early History of the Electron Microscope,” Advances in Electronic and Electron
Physics 73 (1989): 134-230; Ernst Ruska, “The Development of the Electron Microscope
and of Electron Microscopy,” Reviews of Modern Physics 59 (July 1987): 627-638