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Close-up detail of the surface of one of Josh Simpson’s glass “Planet” sculptures.
Inspired in part by photographs taken by Astronaut Cady Coleman, his wife, he
creates his fantasy planets in his studio in Shelburne Falls, Massachusetts.
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In This Issue

Every NASA project is a collaboration. A few, like the
microsatellite development at Marshall Space Flight Center
(see “FAST Learning”), are carried out by a small group at
one location, but still depend on the cooperative efforts
of engineers, scientists, and managers with different
skills and responsibilities. Most involve teams at space
agencies, corporations, and universities around the world.
International participation in space science and exploration
is becoming the norm.

That trend partly has to do with money. Space programs
are expensive; many only happen when costs are shared.
More important, though, is shared expertise. As Laurence
Prusak says in “The Burden of Knowledge” (“The
Knowledge Notebook”), no single individual or institution
can know everything important about any subject.
Increasingly, accomplishments in science and technology
bring together the knowledge of many and diverse people.
Connecting and coordinating that diversity are key to the
future of aerospace.

Both the demands and benefits of international
cooperation spring from differences among partners—the
differences in ways of working and thinking that must be
understood and negotiated also generate a robust variety
of ideas. Several articles in this issue of ASK consider
those demands and benefits. In the interview, Steve Smith
talks about his eight years as NASA’s space station liaison
to the European Space Agency. His earlier experience as
an astronaut contributes important practical knowledge
to discussions of plans and procedures, but the heart
of his job is understanding and respecting how NASA’s
international partners work (and earning their understanding
and respect). Kathy Laurini (“International Partnerships for
Space Exploration”) emphasizes the importance to these
collaborations of building relationships and understanding
cultural differences over time.

Laurini makes clear that the only way to learn to work
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together is to work together. She describes how a series of
Russian—-American missions built a foundation of trust and
understanding that made their International Space Station
partnership possible. The International Project Management
Committee, discussed in “Weaving a Knowledge Web,”
was formed to bring together members of space agencies
and related institutions because its founders recognized
the importance of sharing knowledge and the fact that it
could only be shared through relationships developed by
joint work.

Which suggests a familiar ASK theme: learning by doing.
Another aspect of the burden of knowledge, especially
at the frontiers of science and technology, is that you
can’t understand things just by thinking about them. You
learn the most from unanticipated results and problems
that arise in the course of doing real work. So Adam
Harding explains the role of mistakes in his professional
development (“Learning to Be an Engineer”), and Howard
Ross, in “Human Spaceflight and Science,” describes
how a simple experiment led to improved spaceflight
safety and unexpected benefits on Earth. In “Delivering
Clean, Affordable Power,” Bo Schwerin offers another
example of an unforeseen return on research, in this case
a technology for producing oxygen and hydrogen on Mars
that can generate clean energy on Earth. One of the great
things about working at the leading edge of science and
exploration is that you don’t know what you’ll find until you
get there.

Don Cohen
ASK Managing Editor
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On the Importance of Values

BY ED HOFFMAN

“If you don’t live it, it won’t come out of your horn.” — Charlie Parker

In the early 1980s, I was involved in conducting a
study to determine the effectiveness of a new initiative
promoting a more participative organization,
interviewing employees and managers.

One young woman assured me that leadership
had no interest in a more participative environment.
I gently disagreed, pointing to efforts under way to
promote participation—quality circles, training,
and employee—manager dialogues. She countered
by telling me about her recent experience. She had
returned from a quality circle and was offering ideas
for the office. Her manager told her, “Look, you've
had your four hours of quality-circle participation;
for the rest of the week, just do what I tell you.”
Over the next month of interviews, I discovered that
her experience was typical. There was a complete
disconnect between what managers believed and
their superficial support of this change initiative.

The more management pushed formal
participation programs, the more employees
considered the change to be insincere. In my briefing
to leadership, I recommended placing much less
emphasis on formal tools such as quality-circle groups,
a recommendation that came as a jolt to senior leaders.

This experience motivated my dissertation research
on “the impact of the managerial belief system on
participative behavior.” I concluded that, when managers
do not really believe in an organizational change,
their informal behaviors communicating that lack of
support are more powerful than formal approval.

Leader values and beliefs communicate to a
team what really matters, but few project managers
and teams take time to address the importance
of values to their mission. This lost opportunity
contributes to dangerous disconnects between
desired and actual performance.

NASA has four core values—safety, integrity,
teamwork, and excellence—and projects have
unique requirements that make additional values
essential to success. For example, the Lunar Crater
Observation and Sensing Satellite (LCROSS) project
depended on low-risk integration, intense partnering,
and trust-building communication. NASA project
manager Dan Andrews and industry project
manager Steve Carman, Northrop Grumman,
clearly communicated these core values to the team.
(Read about LCROSS at www.nasa.gov/offices/oce/
appel/knowledge/publications/Icross.html.)

And look at how safety, excellence, teamwork,
and integrity play out in the STS-119 Flight
Readiness Review: www.nasa.gov/offices/oce/
appel/knowledge/publications/STS-119.html.

Successful leaders embody desired project values
and tell stories that amplify them. Practice and talk
about open communication and that’s what you get;
show and talk about lack of trust and you get that.
It is no accident that the stories of successful and
unsuccessful projects sound so different.

Every project team should take the time to clarify
their critical values and beliefs, asking the following:

1. What values will drive us to success?

2. Are our behaviors consistent with those values?
3. Are the stories we tell about our project (and each
other) helping or hindering our performance?

4. Do we have a governance framework consistent

with our values?

Charlie Parker said you need to live it for it to come
out of your horn. Leaders and teams need to live—and
talk about—the value that drives their projects. ®
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Airmen of the 23rd Equipment Maintenance Squadron make preparations
to inspect for cracks within the wing frame of an A-10C Thunderbolt Il, or
“Warthog,” model. The risk of structural damage to wings of A-10 models
was discovered at Hill Air Force Base, Utah.
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BY ADAM HARDING
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A new engineer’s career with NASA usually begins by being tossed into the deep end. You are
immediately handed real-world engineering challenges and face the overwhelming data, procedures,
and calculations needed to solve them. There are mentors and training opportunities along the way
to help adjust to the relentless pace of learning to be an engineer at NASA, but there isn't much
time during these formative years to pause and reflect on the evolution of your career or formulate
potential advice for those about to follow in your footsteps. This is exactly the opportunity afforded
me as a member of the “Developing New Engineers at NASA” panel at the 2011 PM Challenge
in Long Beach, California. As a panelist, I was to appraise experiences that either promoted or
detracted from my development and then share these perspectives.

Unlike the four other members of the panel, I didn’t begin my
career with NASA. That allowed me to provide some comparisons
with another government agency that hires and trains many
aerospace engineers: the U.S. Air Force.

After graduating with a BS in mechanical engineering from
the University of Utah, I accepted a position at Hill Air Force
Base to support the A-10 “Warthog.” I spent my first year learning
about military aircraft, designing repairs to jets damaged by
enemy fire, and learning how to maintain an aging aircraft.
Fortunately, I was placed on a team with a good mix of greybeards
and newer engineers.

I had many experiences working for the air force that helped
me develop as an engineer, including some notable mistakes.
Part of becoming successful in a profession is being given the
chance to fail. Making mistakes is part of becoming a good
engineer. As Niels Bohr said, “An expert is a man who has
made all the mistakes which can be made, in a very narrow
field.” One memorable mistake that helped me better value
my own contributions and appreciate the insight of experts
occurred when I had been working for only a few months.
Being the new guy, I was assigned easier projects like repairs
on damaged bolt-holes. While not the epitome of engineering
glamour that is dreamed of in college, it was nonetheless critical
to airworthiness. I began to notice a pattern of damage in the
wing-attach fitting area and decided to compile a summary
of all documented repairs for this fitting over the past fifteen
years. The end product was a reference table allowing quick
turnaround on repair requests for any hole in this critical fitting
that held the wing on the aircraft.

Several of the experienced engineers took note of my increased
efficiency and started to talk with me about it. I proudly showed
them my summary of all the previously approved repairs. Instead

of praise for the new guy’s accomplishment, they showed concern
as they recognized a major flaw with my approach. While any
single hole could be enlarged to the respective “clean up” diameter,
only one hole in that particular fitting could be enlarged to that
degree. If another hole on the same fitting required repair, it could
not safely have that maximum diameter due to serious fatigue
issues, something I was unaware of.

Finding the flaw in my summary led to a fleet-wide evaluation
of these basic repairs. My branch supported about thirty aircraft
located at three different air bases at any one time, and there was
no cross-check on this repair among the fifteen engineers who
carried it out to ensure that multiple hole repairs weren’t being
done on the same fittings. Soon this issue was resolved with an
updated technical order that included a new summary table of the
limits for each hole as they related to other damaged holes on the
same fitting. I was not the one who engineered the solution; I was
just the engineer who made the biggest mistake and highlighted
the problem in the first place.

This experience taught me two principles that have helped
me in my career. The first is how important the big picture is,
and that I needed to rely on those with enough experience to see
the big picture. Sometimes the solution to one problem creates
new problems that you won’t see if you don’t have that broad
vision. The second principle is, if an answer comes too easily,
ask experienced engineers to evaluate the solution. It’s true that
the right answer is sometimes the simplest one, but not always,
and the simple right answer is not necessarily the easiest to find.

The air force allowed me to return to graduate school to
earn a master’s degree in engineering after my first year. This
additional schooling was very valuable to my development as an
engineer. | had spent a year learning from mistakes and interacting
with experienced engineers. That gave me a different perspective



when I returned to the classroom. I appreciated the fact that most
great engineering solutions are not pounded out individually, but
through collaboration among team members. I had seen firsthand
how things are built, broken, and rebuilt.

Following graduate school, I returned to the maintenance
hangar and tried to apply what I had studied in class. Although
my job was inherently technical, the greatest challenges for me
would be better classified as learning how to apply research skills
to understanding the engineering already in place. Essentially,
I was fixing problems that required an engineering degree to
understand the proper contextual background for established
technology but not for direct application for research or new
design. The real engineering had already been done. Despite this,
I still experienced a high degree of job satisfaction.

Testing the Orion crew module using air bearings.
Photo Credit: NASA

In 2007, I accepted an offer to work at NASA’s Dryden Flight
Research Center. NASA’s mission is oriented toward research-
based engineering. I was coming from an “end-user” focus on
established engineering and, to a degree, felt like I was starting
over with a greater technical emphasis. Instead of focusing on
A-10 fleet maintenance, I was now working on research and
development of the Orion crew module.

My initial assignment was to the structures team. I had
responsibility for the mass property testing of the crew module.
This involved developing test equipment capable of manipulating
the crew module in a variety of positions and attitudes while
inducing oscillations and recording precise measurements to
determine the center of gravity and moments of inertia (a
measure of an object’s resistance to changes to its rotation).
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EVEN THOUGH NASA'S CULTURE AND MISSION WERE DIFFERENT FROM THE AIR

FORCE, THE PRINCIPLE OF LEARNING BY TRIAL AND ERROR STILL HELD TRUE.
THE SIMPLEST OF OVERSIGHTS ON ONE OF OUR CENTER-OF-GRAVITY TESTS

EMPHASIZED A GREAT LESSON:

These measurements would directly influence the success of
the launch. I had not worked on anything like this in my five
years with the air force. Fortunately, I had access to seasoned
engineers who had information dating back to similar testing
done during the Apollo era.

However, the greatest contributor to the success of these
tests was a young engineer named Claudia Herrera, who had
only been out of school for a couple of years. She had experience
with the mass property testing of airplanes at Dryden, but not
space capsules. Claudia tackled the technical and programmatic
challenges head-on. As I worked with Claudia, I saw that the
few years of hands-on experience at NASA had really given her
an edge in continuing her development as an engineer. While
I had already experienced some mental atrophy on principles
taught in school, Claudia had been able to catapult ahead in
her development thanks to the challenges of working at NASA.

Even though NASA’s culture and mission were different from
the air force, the principle of learning by trial and error still held
true. The simplest of oversights on one of our center-of-gravity
tests emphasized a great lesson: always read the owner’s manual.
We were using air bearings to provide a near-frictionless interface
for our test fixtures. These allowed us to tilt the crew module to
various angles for measurements. We had received on-site training
by the manufacturer, who stated that our concrete floors were
adequately smooth to interface with the air bearings. However,
during our initial testing, the crew module caused the air bearings
to drag despite weighing only a fraction of the system’s capacity.
Due to schedule constraints, we didn’t have time to solve the
problem and decided to retest when the next window opened
in the schedule.

Six months later, as we prepared to retest, we moved to
another hangar with smoother concrete. As we began testing we
noticed the same dragging problem. Our team was stumped. A
mechanic recommended reviewing the owner’s manual, which
we had previously only skimmed. A careful reading revealed a
suggestion to use sheets of aluminum to improve performance.

We did this and finally had the results we needed. This time,
the answer was easy to find—it was right there in black and
white—but our team took a long time to find it.

If asked by a recent engineering graduate whether to accept
an offer to work at NASA or the air force, I would recommend
NASA. Here’s why: NASA engineers are directly responsible
for cutting-edge research, testing, and publication of flight
data. This makes NASA a premier training ground for new
engineers. A new engineer develops best by building, testing,
and breaking, and learning from the process. My development
as a new engineer has accelerated since joining NASA. The
maintenance environment at the air force was purposefully
designed to reduce opportunities to make mistakes. That
inherently reduced opportunities for growth. Despite this, I
still found ways to mess things up there, too.

My evaluation of what benefited me most as an engineer is
that trial and error taught me more than reading and research.
Exposure to the technical accomplishments of others is no
substitute for experiencing failure yourself. My advice to new
engineers is to volunteer for the challenging assignments and
don’t be afraid of the mistakes that will happen along the way.
Keep in mind that these mistakes are necessary steps to success. ®

ADAM HARDING is an aerospace engineer in the Aerostructures
Branch at Dryden Flight Research Center. He is currently
supporting the Environmentally Responsible Aviation project.
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One of the many lessons I've learned
during my career is we aren’t always
as smart as we think we are. When we
discovered large oscillations occurring
during docking between the Space Shuttle
and International Space Station (ISS),
I had a chance to learn that lesson again.
It’s amazing the kinds of problems you
can find even in a mature program like
the shuttle, which has been operating for
thirty years. It teaches us to be vigilant
and always stay curious, questioning

things that don’t look right.
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The shuttle and station docking mechanisms after soft capture and
before retraction during STS-121.

Visitors learn about the docking mechanism that allows the Space
Shuttle to dock with the International Space Station.
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Partial view of the nose and crew cabin of Discovery taken from the International
Space Station during the shuttle’s docking approach.

In this instance, what didn’t look right was a recurring
misalignment during docking retraction: a process that occurs
after the shuttle and station have successfully joined (known
as “soft capture”) but have not yet achieved what we call a
“hard mate,” when the docking is complete and everything has
successfully sealed. Retraction is the process of the ISS docking
mechanism slowly pulling in the docking mechanism on the
shuttle side. Considering how close these two massive objects get
to each other—anywhere between six and fourteen inches—a
little wobble can mean a lot of risk: in this case, contact between
things not intended to touch.

Docking is one of those highly integrated operations
that involves massive spacecraft and many systems, including
relative rate and alignment sensors, digital autopilot for attitude-
control systems, crew piloting to maintain lateral alignment and
translational velocities, and a complex docking mechanism that
can deal with residual misalignments and rates. Then consider
that, once capture is achieved, both vehicles begin free drift—
turning off their thrusters and thus giving up attitude control—
and you can begin to imagine the entire process as a very complex
dance happening at more than 17,000 mph, and up to 280 miles
above Earth.

During the STS-133 docking operation, significant
oscillations were experienced between the shuttle and ISS as the
retraction was occurring. Reviews and a more detailed post-flight
assessment raised numerous concerns about the current docking
procedure and posed fundamental questions about whether we
were operating within certification limits.

Trajectories and Timelines

When the docking procedure was originally created during the
Space Shuttle—Mir missions and early ISS flights, the orbiting
stations were much smaller, and the shuttle could approach and
dock fairly quickly—usually in less than 20 minutes—along

a trajectory much less susceptible to gravity-gradient torques
during free drift. The gravity gradient (a greater gravitational
pull on the parts of objects closest to Earth) can affect the
orientation of satellites in space, inexorably pulling them out
of alignment. In the case of shuttle and station, this force can
pull hard enough to change their orientation to each other.
This usually isn’t a problem when the station and shuttle can
use thrusters to realign themselves individually. But when they
shut off those thrusters and enter free drift, the gravity-gradient
torques begin disturbing the operation. The longer the free drift
lasts, the worse the wobble becomes. This wasn’t a problem
when the shuttle—station docking process was completed within
the nominal less-than-20-minute timeline, but that timeline
had been getting progressively longer over the years—a result
of making operational changes to deal with docking-system
idiosyncrasies discovered over time.

One such idiosyncrasy occurred when an electromagnetic
“brake,” the high-energy damper, inadvertently stuck beyond
its normal time to disengage. We dealt with this by adding steps
to the docking process: extending the docking ring and then
retracting it briefly to reverse torques in the system, which allowed
the clutch plates holding on to the high-energy damper to release.
Adding steps also added time.

As the station grew in size and mass, the gravity-gradient
effect became more dominant during shuttle—ISS docking. As
this rotation built up over tens of minutes of time, the centrifugal
force would create a misalignment during docking, which
would slow down the docking procedure. If a sensor indicated
a misalignment, the crew would follow procedure by stopping
the automatic docking sequence, which would then disengage
“fixers,” a design feature meant to limit misalignment during
retraction. This would cause more wobble, and the crew would
have to wait for alignment to reoccur before starting up the
process again—more time.
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This partial view of the starboard wing of Space Shuttle Discovery was provided by an Expedition 26 crewmember
during a survey of the approaching STS-133 vehicle prior to docking with the International Space Station.

Everything culminated during the STS-133 mission; the
docking took nearly 50 minutes—more than double the nominal
time. I had a moment to speak with the commander during a
debrief about the mission, and he described what he saw looking
out the overhead window: the ISS pressurized mating adapter
coming fairly close to the orbiter, and the ISS guide pins looking
as though they were going to hit the orbiter docking interface as
misalignment grew. When I heard what he was talking about,
my jaw dropped. We realized that with the evolution to our
current procedure, we had no way of controlling the growing
misalignment and no integrated tools to analyze the gravity-
gradient implications for the hardware, vehicles, or mission
timeline. We needed a solution quickly, and we had just under
four weeks to find it: STS-134 was getting ready to launch.

One Line, One Light

Convincing anyone to make a procedural change in under four
weeks is no easy task, so we made sure we had our facts straight
and our data validated to prove that the resolution was less risky
than letting the system proceed as it had been.

Though we showed that the shuttle and ISS could never
actually collide if oscillations happened during the soft-capture
phase—though they could get worryingly close, closer than six
inches—there were other risks to station that were very severe.
Because the timeline had grown from less than 20 minutes to
nearly 50 minutes, the station was at risk of losing its power-
generation and thermal-heat-protection capabilities due to
longeron shadowing; the station’s solar arrays could not generate
enough power for vital onboard systems. Something had to change
to avoid this risk.

We knew there was no time to make any hardware changes,
so we looked at what we else could do. Some of our concern
was with the earlier procedure changes, which had the fixers
operating in a different way than what had been certified. A

fixer is just what it sounds like: a small switch that deploys to
fix something in place, in this case the gears controlling the
orbiter docking-ring rotation. We needed to understand what
the fixers were doing in the new procedure. Were they engaging
or not? Were they working properly or not? Were they failing
or working?

The operations community was very concerned about
ensuring the fixers were working; if they weren’t, and we had a
large gravity-gradient-induced oscillation, we could impact parts
of the docking mechanism not intended for contact. We had to
come up with a new technique to determine what was happening
with the fixers in real time.

The previous procedure included shutting off the automatic
sequence if misalignment occurred in order to protect against
a fixer failure. Our perception at the time was that the fixers
could not structurally handle the stress of gravity-gradient
torques. But stopping the sequence stopped the ring retraction
and disengaged the fixers, so the fixers never got to do their
job: preventing the orbiter capture ring from rotating. What we
discovered during testing was the misalignment sensor would
actually trip before ever making contact with the fixers. So we
had to look creatively at what else was available in the system
in terms of more accurate sensors, and we needed to better
understand the fixers” structural capacity.

The initial-contact sensor in the docking system is odd
because that is all we use it for—it turns on a display-panel
light for the crew—nbut it’s actually an unreliable indicator of
initial contact. It turns out to be a very good indicator of how
much the capture ring has rotated, though. We found that
the initial-contact-sensor indication always occurred after the
fixers engaged. Once we understood that, and were able to
demonstrate it on the brassboard docking-mechanism unit we
have—a test model which is essentially a flight unit—we knew
the sensor was a very good indicator of whether a fixer had failed
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Backdropped by Earth, Discovery approaches the International Space
Station during STS-133 rendezvous and docking operations. Already
docked to the station is a Russian Progress spacecraft.
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The International Space Station and the docked
Space Shuttle Endeavour photographed by
Expedition 27 crew member Paolo Nespoli
from the Soyuz TMA-20 following its undocking
on May 23, 2011.

or not. The only time we should see that sensor light during
retraction is if a fixer has failed.

The fixer load capacity was refined based on discussions with
our Russian colleagues, who had originally designed, built, and
tested the system. We were able to demonstrate through test data
that loads applied to the test-unit fixers far exceeded our predicted
worst-case gravity-gradient loads. With this information and our
new knowledge of a sensor that could accurately indicate a failed
fixer, we were confident we could modify the docking procedure
to make it safer and more robust.

The procedure change ended up being very small. We altered
only one line of code in the auto-sequence programming, and
trainers advised the flight crew to ignore the misalignment sensor
and instead use the initial-contact sensor to judge misalignment.
But that small change had profound consequences for the overall
operation. We mitigated huge risks to the docking mechanisms
on both the shuttle and ISS, as well as risks to the vehicles
themselves. The team worked hard and through long hours to
find the simplest, safest solution before the next shuttle mission
launched, and we found it in one light and one line of code.

By making those changes, we were able to decrease the delays
caused by the automatic stop programmed into the docking
procedure, which occurred whenever the first misalignment-
sensor indicator lit up. Our hard work and innumerable data
were validated once more when STS-134 docked without any
of the delays experienced on STS-133. In fact, it achieved the
transition from soft capture to hard mate in just 13 minutes
and 4 seconds.

lit: NASA

Mitigating Potential Problems

Very few anomalies are caused by just one thing. It’s usually a
number of factors, events, or changes that line up to result in a
real problem. In our situation we had a number of things lining
up for a potentially bad outcome. Thankfully, our team was able
to recognize the signals and mitigate the risk before the potential
could become reality. And we learned some very valuable lessons
in the process: a thorough assessment is required even for the
smallest, simplest procedure change; environments and systems
can change, even after thirty years of proven performance, so re-
evaluate integrated system certification/verification regularly to
ensure operations are still valid and safe; and, most importantly,
stay hungry, be curious, and question things if they don’t look
right. If those questions lead to hardware modifications or
procedural changes, have a rigorous certification process in place
to assess unintended consequences. This will help ensure one risk
doesn’t unintentionally lead to more.

began his NASA career at Johnson Space
Center in 1987 as an aerospace engineer in the Mechanical
Design and Analysis Branch of the Structures and Mechanics
Division. In 2000 he became chief engineer of the International
Space Station, seeing it through final development and early
on-orbit assembly operations. In 2003, he was selected as an
inaugural member and Technical Fellow in the newly formed
NASA Engineering and Safety Center. He is currently chief
engineer for the Space Shuttle program.
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A mosaic
of the extreme

ultraviolet images from
STEREO’s SECCHI/Extreme

Ultraviolet Imaging Telescope taken o O
on December 4, 2006.

BY NICK CHRISSOTIMOS

The three main areas that can lead a project down a slippery slope are
team dynamics, technical development issues, or those things outside
the project’s control—external support, problems, or direction.
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Dealing with technical development is a challenge that we
engineers and scientists embrace, though we often underestimate
the difficulties and do not allow adequate cost and schedule to
develop the technology. Dealing with issues outside our control
is always difficult, as we constantly face the challenges of budget
cuts and delays pushed on us by the powers that be. I think we
need to learn to say, “No, we cannot give you the same program
requirements with less funding, inadequate cost reserves, or less
time.” If they want the original requirements, they must provide
the resources needed.

But I will concentrate here on the team dynamics of projects,
which have a powerful effect on project performance and can mean
the difference between success and failure. I want to acknowledge
4-D leadership with providing the resources and background for
bringing to light this important aspect of project management
and leadership. The 4-D assessment process, developed by Dr.
Charles Pellerin and offered by the Academy of Program/Project
and Engineering Leadership, analyzes the relative effectiveness
of teams in terms of four behavioral norms:

* Valuing: Expressing authentic appreciation; addressing
shared interests

* Relating: Appropriately including others; keeping all
agreements

* Visioning: Hope and vision; commitment to outcomes

* Directing: Resisting blaming or complaining; roles,
accountability, and authority

Taking Over a Troubled Project

There are a few things you need to understand as a project
manager when you come into a troubled project. First, you really
do have a “get-out-ofjail-free card” at the beginning. You need
to assess the project’s status and then work with the stakeholder

This still from a video shows a
lunar transit of the sun captured
by the STEREO-B spacecraft.

to renegotiate the requirements, cost, and schedule in order for
you to succeed. But this is a one-time deal. So this is the time to
ask for adequate resources. It is also the time to assess the team
emotionally as well as logically, and then forge a team that will
make the project a success.

In 2003, I was asked to take over the Solar Terrestrial
Relations Observatory (STEREO) project. STEREO, one
of NASA’s Solar Terrestrial Probes program missions, was
designed to simultaneously launch two spacecraft, each with
sixteen instruments, into orbits around the sun, one moving
ahead and one moving behind the earth’s orbit around the
sun, thus providing a stereoscopic view of the sun. STEREO
was a NASA-led mission with multiple international partners
(United Kingdom, France, Germany, and Switzerland), other
U.S. government agencies, Federally Funded Research and
Development Centers, University-Affiliated Research Centers,
industry, and universities providing the instruments. The
spacecraft bus, observatory integration, and test and launch
occurred in the United States. When I joined it, the project was
behind schedule. From a technical standpoint, it was not in worse
shape than any other project I had seen following critical design
review, but parts of the project that were performing at lower
efficiencies than expected were threatening the schedule and
would eventually drive the mission cost higher than predicted.

Prior to my first full STEREO project team meeting, I was
provided information on the team’s social dynamic by personnel
from 4-D leadership. A 4-D survey showed that it was performing
in the bottom 20 percent compared with typical NASA projects.
Project members surveyed made some strongly negative comments,
to say the least. There was mistrust, blaming, non-cooperation,
and indifference. There was the “not invented here,” we-know-
what-were-doing-but-they-sure-as-hell-don’t syndrome. There
were no clear or established roles, accountability, or authority.

Photo Credit: NASA




The STEREO spacecraft in the Goddard
Space Flight Center cleanroom.
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At the first meeting I had with the STEREO team, which
included the principal investigators, observatory/spacecraft
provider, and NASA project personnel, I felt I had to put the
fear of God into the team. Right off the bat, I made it clear
that if we could not improve efficiency and team dynamics and
develop clear roles and responsibilities, this project would either
be descoped to a mission called “Mono” (a single spacecraft
that never would have met the Level 1 requirements) or be
canceled. They got the message, and I got their attention and
commitment. The rules were No Whining and No Blaming;
they could complain once, but then we would move on to fix
this project and make it a success. We had one shot to get it
right and everyone had to contribute.

I then met with the project business manager, the deputy
project manager, the lead systems engineer, and the lead
scheduler—the most important folks on any NASA flight-project
team. We scrubbed the schedule and looked at what resources
would be required to get us to a launch-readiness date that made
sense. We assumed that current inefficiencies would continue for
awhile, added the appropriate contingency to compensate for this
performance, and laid out our known risks and the associated
mitigations. This later turned out to be an excellent approach as we
had enough contingency to cover delays due to industrywide parts
problems and late delivery of some instruments, and to partially
cover a launch delay due to launch-services issues. In addition,
we looked at all the instrument teams and assessed which ones
would need additional personnel, schedule, and cost resources to
have them deliver on time and meet performance requirements.

How did we improve the work and team environment? My
deputy suggested a retreat. I am not a big retreat fan, as most
of them end up with proposed actions that are not addressed
at all or are forgotten within a week or two. So we decided to
have a retreat where we would get all key partners together and

concentrate on defining common mission goals and clear RAAs
(roles, accountability, and authority), as well as socializing as
a team. The only actions that would come out of the meeting
would be the RAAs needed for the hardware development and
integration phase of the mission. Clear RAAs show who is
responsible for decisions.

MAKING NO DECISION IS WORSE THAN
MAKING THE WRONG ONE. IF YOU MAKE
THE WRONG DECISION, YOU AT LEAST
HAVE LEARNED A LESSON.

Making timely decisions is critical, even when you may not
have all the data. That is where experience and gut instinct come
into play. Making no decision is worse than making the wrong
one. If you make the wrong decision, you at least have learned
a lesson. And we always had a Plan B, the “what if” in case we
went down the wrong path.

One example of making a timely decision with incomplete
data is a situation that arose with respect to the thruster valves on
STEREO. The valves had already been welded into the propulsion
system when the manufacturer notified all its customers that there
was a potential defect in some of them. We sent both NASA and
the spacecraft developer folks from STEREO to the thruster-
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valve vendor to discuss the problem. The
vendor at that time was not sure which serial
numbers were affected, but indicated that we
probably had at least seven plus possibly eight

more that could be faulty. They were still working on

a fix and developing criteria for determining if some were
flight worthy. So we were facing the possibility of fifteen out of
twenty-four thrusters affected, and not yet knowing the criteria
for acceptance nor the fix.

When we looked at our schedule, it was obvious that the
propulsion system was on the critical path. In addition, we knew
we were not the only project affected by this potential recall.
Mars Reconnaissance Orbiter, New Horizons, and at least two
defense department missions were in the mix—all with launches
either ahead of or close to ours. Our choices were to wait for more
information, which meant we would be in line with all the other
projects for rework/inspection, or to cut the suspected valves out
immediately and send them back to the manufacturer, where they
would be first in line for inspection/rework. The latter choice
meant breaking flight configuration and having to re-weld and
retest the entire system. But with the schedule critical and not
knowing our priority status, we decided it was essential to be first
at the valve vendor’s facility. We removed the suspect valves and
sent them back to the vendor. As it turned out, the vendor recalled
hundreds of valves, but with ours already there we were the first
set out of the gate when they determined the fix. Our decision
minimized the effect on our launch-readiness date.

Building a Real Team

The retreat worked great. The socializing evening was the winner.
There was no business done, just discussion of common interests
and family in a relaxed atmosphere with, of course, some alcohol.
Folks from the different organizations stayed up to the wee hours.

i ¥
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It was a great bonding experience. In addition, we documented our
common goals for mission success while discussing differences and
coming to understand that no one organization was necessarily
smarter or better than the others. We were not NASA and not
individual organizations. We were STEREO.

One example of our teamwork had to do with STEREO’s

ANOTHER IMPORTANT ASPECT OF THE
SOCIAL SIDE OF LEADERSHIP AND
TEAMING IS APPRECIATION. WE CREATED
A QUARTERLY PEER-AWARD PROGRAM
THAT INCLUDED BOTH INDIVIDUAL AND
GROUP AWARDS.

contamination requirements, which were extremely stringent
because of the mission’s multiple remote-sensing instruments
with optical telescopes. The spacecraft and instruments required
at least a Class 10K integration and testing facility and the use
of tents, at times, with a Class 1K (no more than one thousand
particles per cubic foot of air) rating. In addition, strict cleanliness
protocols needed to be followed by all personnel at each facility
to keep the total accumulated contamination as low as possible.
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This meant that all
hardware providers
needed to adhere to the
contamination requirements
and protocols. So we established
a contamination working group with
leads from both NASA and the spacecraft
developer. These leads ended up working extremely
well together as well as with the instrument providers and the
launch-processing and launch-vehicle providers to develop and
prepare the facilities for handling the STEREO observatories
and to adhere to a common protocol. As it turned out, STEREO
was the cleanest spacecraft ever launched. If the team dynamics
had not changed to be “one for all and all for one,” this would
not have been possible.

The first retreat was so successful that we held two
more prior to observatory integration and test, and then for
the launch-processing campaign, when we felt we needed to
redefine the RAAs for those phases. Each time, we came out
of the retreats stronger as a team. By the time we reached the
launch campaign, two additional 4-D surveys showed our team
dynamics improving from the bottom 20 percent to average to
the top 20 percent.

Another important aspect of the social side of leadership
and teaming is appreciation. We created a quarterly peer-award
program that included both individual and group awards.
Although there was no money involved, recognition by one’s
peers and management did wonders. We were very careful not
to abuse the process by handing out too many awards. The
project management team would personally hand out these
awards at team meetings and social events, at times traveling
to the recipients’ facility and presenting the awards in front of
their management.

An engineer looks on as the
stacked STEREO spacecraft
undergo a spin balance test.
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Success

STEREO launched in October 2006. It completed its baseline
two-year mission and is currently in its fifth year of orbiting and
providing stereo views of the sun. The STEREO science coverage
of coronal mass ejections has provided the heliophysics community
with groundbreaking science. In addition, the STEREO
spacecraft, currently 180 degrees apart—in combination with the
recently launched Solar Dynamics Observatory—are providing
full coverage, images, and observations of the sun’s near and far
sides for the first time.

STEREO showed that the social dynamic of a team can
make or break a project. When I think about my experience
on the project, I think of one of my favorite quotes, from C.S.
Lewis: “Experience: that most brutal of teachers. But you learn,
my God do you learn.” ®

NICK CHRISSOTIMOS has twenty-nine years of project/
program management experience at Goddard Space Flight
Center. He is currently the associate director of Flight Projects
for Heliophysics, where he is the program manager for Explorers,
Living with a Star, and Solar Terrestrial Probes.
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Steven

Smith

BY DON COHEN

As a NASA astronaut, Steven Smith has flown on four

shuttle missions and taken seven spacewalks to carry out

Hubble telescope repairs and install the S-Zero Truss in

the International Space Station (ISS). He is currently the

NASA International Space Station program liaison to

ESA, the European Space Agency. Don Cohen talked

with him in May.

COHEN: At the International Astronautical
Federation anniversary celebration

in March, you showed a drawing of a
spaceship you drew as a child. What
made you want to be an astronaut then
and hold on to that ambition for so
many years?

smiTH: There were multiple reasons. The
first was that I loved airplanes and flying.
My dad was an IBM engineer and we were
stationed in Japan for a couple of years, so
we flew a lot on Boeing 707s back and forth
across the Pacific Ocean. We got dressed
up for each flight. We would go watch the
airplanes take off and land. Spaceflight in
particular grabbed my fancy. I was one
of those kids that loved to go out in the
wilderness. Going into outer space was
the ultimate adventure in terms of going

out and exploring. It involved aviation; it
involved adventure; it involved math and
science, which I was thrilled with, coming
from an IBM engineer’s family. And my
parents said, “You always want to do
something that contributes back to society.”
With all great adventures comes knowledge
that makes our lives better, so it was really
a perfect fit. If you talk to friends from
my youth, they’ll tell you, this guy always
wanted to be a pilot and an astronaut.

COHEN: When you eventually flew into
space ...

sMITH: I was turned down by the astronaut
office four times.

CcOHEN: When you finally flew, did it live
up to your expectations?
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WE HAVE WORKED WITH THE RUSSIANS for a long time, BUT
THEY HAVE fifty years of experience AND WE HAVE fifty
years of experience, AND WE DO THINGS DIFFERENTLY.

smITH: It was thrilling as I expected ...
and more. Seeing the earth from space
and traveling at Mach 25 were incredible.
Living in microgravity was like a magic
show—ryou could even sleep on the wall
or ceiling. Seeing the sun rise and the sun
set sixteen times per twenty-four-hour day
is amazing. And then when you are lucky
enough to go outside for a spacewalk, it
is even more intense. I went inside the
Hubble Space Telescope and held items
that were 1,000 or 1,500 Ibs. with my
fingertips. The challenge ever since has
been to accurately convey to people who
haven’t had a chance to experience it—
yet—what it is like.

COHEN: Do you ever feel weighed down
back on Earth?

sMITH: It’s interesting when you come
back. Right after I landed at the end of
my first flight, my wife handed me my
two-year-old daughter. She weighed a
ton. I handed her back because I was a
little unsteady and I said, “I can’t hold
on to her.” Tom Jones handed me a very
expensive camera just after we came to
wheels-stop on my first flight and he
said, “Would you mind taking a picture
of me?” This multi-thousand-dollar
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camera had been weightless for a couple
of weeks. When he let go of it, I almost
dropped it. My mind was still thinking it
was weightless. It is tough to come back
in that respect.

COHEN: Tell me about your current work.

smiITH: 'm what’s called the liaison
between the NASA and ESA space station
programs. That one word—Tliaison—is a
good description. I help the two agencies
work together on all things related to
the space station, a wide range of things
from technical discussions to financial
discussions, export control, legal and
political issues. We work together extremely
well, but there are huge differences in
experience and cultures. We've now got
nineteen cultures at the European Space
Agency. So my job is to try to bring the
two together so they work well.

COHEN: Can you give me an example of
a specific issue you’ve been involved in?

sMiTH: One of the most common issues
is technical disagreement: for instance,
about how we operate the Automated
Transfer Vehicle [ATV] at a certain part
of its rendezvous. ESA might be seeking to



improve their operations or save money or
both. They’ll come to our flight controllers
and say, “On the second flight of ATV-2,
can we do something different than we did
on ATV-1?” Often engineers meet these
proposals with a bit of reluctance. But we
dug in and understood what ESA wanted
and decided to go ahead and support their
request. We also have times when rumors
go around about a reorganization or the
position of senior managers on either side,
and often I'm just trying to correct the
record, making clear what's actually going
on and what the actual conversations have
been about.

COHEN: So you’re a knowledge-transfer
agent. How do you get accurate information
about ESA to communicate to NASA, and
about NASA to communicate to ESA?

smiTH: On the NASA side, I've got several
bosses and have all kinds of meetings
with managers from different offices and
different disciplines, so it’s pretty easy to get
the NASA story to bring to our European
colleagues in a concise, well-ordered way.
In terms of transferring information from
here back to NASA, a lot of it is available
both in literature and on the Internet,
but, as usual, by far the best way is by
networking and walking the halls. I've
been here for eight years now, so I've
gotten to know many of the people very
well. They understand me and understand
the trust they can have. The best way to
understand things is face to face.

COHEN: Was it hard to develop that trust
and understanding?

smiTH: | started off on the Automated

Transfer Vehicle project, ESA's first attempt
to build a human spaceflight vehicle. NASA
was responsible for making sure it was
safely integrated into the program. 'm sure
when the first NASA reps arrived, there was
some skepticism on the Europeans’ part
that we would be overwhelming and try to
impose all of our rules on them. I'm sure
there still is some of that to this day. But my
predecessors gave me one really good piece
of advice. They said, “Your job is to keep
NASA out of ESA’s way.” There are a lot of
people in NASA who will ask for things; I
need to be a filter before I pass them on to
the Europeans. So I had to gain credibility.
I think also they were a little bit concerned
that an astronaut was coming over,
someone who had operational experience
but maybe not other kinds of experience.
They didn’t know my background. I did
have seven years of industry experience at
IBM and have a Stanford MBA, so I have

some business experience, too.

COHEN: | assume your astronaut
experience has been helpful to you in
this job.

smiTH: Definitely. Astronauts have a unique
opportunity to see so many things when
we're in the flight crew office. We get
different experiences all over the agency
and all over the space program. I was also a
flight controller before I was an astronaut.
I was in mission control for some shuttle
flights, so I had some ground operations
experience and had human spaceflight
experience as well as the specific ISS
experience. Of course, having been in the
space station is a huge benefit because I
can understand the situation we're talking
about when we're debating technical topics.
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COHEN: For instance?

smITH: When we were designing the way
the crew would watch the ATV approach
to make sure it was safe, it was really easy
for me to judge whether or not we were
asking too much of the crew. If there were
times when we were giving too much
information to the crew or not enough or
not the right type, it was really easy to
speak up and say, “You know, I think this
is what my colleagues really would like.”
We were also blessed with having a second
astronaut working the program from the
ESA side, Jean-Frangois Clervoy, who I
flew with to the Hubble Space Telescope.
Together our operational experience was
valuable. And we had experience with
the Russian cosmonauts and Russian
ground controllers and knew that their
philosophies were a little bit different from
ours. So we tried to decide what would be
a happy medium on, for example, what we
would ask a crew to watch and do during
an ATV rendezvous.

COHEN: If the people trying to make
decisions haven’t been up there ...

sMITH: Yes, we forget that in zero gravity
cables will bend in this direction or that the
crew really should stand on the wall rather
than the ceiling when they do a particular
task—things that people who hadn’tactually
been there might not think about.

COHEN: Has it been a challenge to
understand the different cultures you
work with?

smiTH: We have nineteen countries here,
and it’s hugely important to understand
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NOW THAT WE’RE TALKING ABOUT getting out of low-Earth
orbit, ISS IS GOING TO BE AN international platform FOR US
ALL ADVANCING TOGETHER TO wherever we decide to go:
NEAR-EARTH OBJECTS, THE MOON, MARS, whatever we do.

how each culture works. It’s also important
to guess what stereotypes they have of
Americans, so I can dispel them. In any
international negotiation, you need to
understand the culture of the other party.
My parents lived in Europe for six years,
so I had some exposure to European
cultures, but the first year that I was here
[ was trying to be very open-minded, very
respectful, very quiet in my responses, just
to gather in how all the cultures worked
together. When I got to Les Mureaux,
which is where the ATV ESA team was
working, there were seventeen people but
seven different cultures and seven different
languages. It took some tiptoeing at the
beginning. We have worked with the
Russians for a long time, but they have
fifty years of experience and we have fifty
years of experience, and we do things
differently. It’s really important to go in
with a mind-set that were in the extreme
on this particular topic on the left, they’re
in the extreme on the right; probably the
answer is not on the left or the right, it’s
somewhere in between. I've tried to have
that philosophy on everything I've done:
that we're not completely wrong and they’re
not completely wrong. Somewhere in the

middle is probably the happy medium.

COHEN: Do you find that working in
English—the official ESA working
language—is a handicap for people who
are not native speakers?

smiTH: Almost not at all. The people are
incredible. 'm jealous of their language
skills every day. In eight years I don’t

remember us ever miscommunicating.
Maybe we stumble for thirty seconds just
to make sure we understood what the other
person is saying. I think they’re so skilled
that it doesn’t even cross their minds.

COHEN: How do you see the future of the
ISS?

smiTH: I think it's going to be a fantastic
platform to continue to do our basic
research. We're just getting our legs
under us in terms of good research. Now
that we're talking about getting out of
low-Earth orbit, ISS is going to be an
international platform for us all advancing
together to wherever we decide to go: near-
Earth objects, the moon, Mars, whatever
we do. This incredible infrastructure is in
place. I think ISS is the perfect place to
try different operational techniques and
technologies before you venture away.

COHEN: I'd say the space station has
been a huge technical achievement
and a great example of international
cooperation.

smiTH: I have a couple of pictures of the
space station on the wall in front of me. It’s
really amazing what was achieved, building
something that’s the size of a football field
that generates the power to support six
humans in space. In terms of contributions
to world peace, it’s been a huge asset. I think
the best way to understand that is to talk
to people who are in their middle to late
sixties. They figured out how to do the space
station and decided that, “You know what,

we’d better work with the Russians on this
or we're not going to have a space station.”
Those are the people that experienced the big
turnaround. Those of us in the program now
travel freely to see our friends in Moscow.
It wasn't too long ago that that would have
been unheard of. It’s interesting to talk to
some of the NASA personnel who traveled
there in the Apollo—Soyuz time. Everyone
was watching each other very carefully and
was a little bit skeptical. Now there is none of
that. We hold thousands of teleconferences
a year, freely working together to make life
better on Earth. That’s been a huge benefit
to all of us.

COHEN: What would you say are the
biggest challenges coming up for the
space station program?

smiTH: There are a certain number of
partners in the ISS program. I'm sure some
non-partners are interested in flying with
us to the moon and to Mars. So it will be
really exciting and challenging to bring in
even more cultures. There are some major
countries in the world that are not part
of ISS that 'm sure would be interested
in being part of the next great adventure.

COHEN: Like the Chinese?

smiTH: Well, the two big countries that are
not part of the ISS are China and India.
The United Kingdom is not a major player;
Australia isn’t; South America does not
have countries involved. But participation
in the next great adventure is going to
come from all over the world. ®
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A candle
burning on
Earth (left) versus

in microgravity.
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This still
capture from a
video shows a probe
that incorporates light-
scattering technology
being tested at the
National Institutes
of Health.

cience

BY HOWARD ROSS

Intentionally igniting
a fire inside the Space
Shuttle might seem like a bad
_ idea, but done safely and correctly, it
S could answer all sorts of seemingly simple
questions, such as, “Would a candle burn
in zero gravity?” Several university doctoral
programs had asked this very question for
ST years, and nobody—not even microgravity-
science experts—could agree on an answer.
= What we never expected was that the
. answer would lead to even more
: answers, and some remarkable
5 scientific discoveries and
advancements.
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Small Flame, Big Discoveries

What started as a trivial hallway conversation between me and
a couple of grad students eventually grew into something more
concrete. My colleagues, Dr. Daniel Dietrich of Glenn Research
Center and Professor James T’ien of Case Western Reserve
University, presented the idea as a simple high-school education
experiment when, in fact, we didn’t know the answer ourselves.
The idea sold.

Since the shuttle had flown so few combustion experiments,
we had to put the candle inside a nonflammable Lexan box,
which was then placed inside a glovebox already installed on
the orbiter. We drilled some holes in the candle box (the candle
needs oxygen to burn), included a hot-wire igniter for the crew
to operate, and away we went.

What we discovered was a candle would indeed burn in 0 g:
unlike lit candles on Earth, it had a round flame, except near the
bottom where the candle wax quenched it. It burned for about
45 seconds (we had a bet going about how long it would burn;
I lost—I had 20 seconds, Dan had 40 seconds). But later we
realized the time it burned may have been limited by the number
of holes in the box, preventing oxygen from the glovebox from
easily getting to the flame. Would the candle burn longer if we
used a different design?

We had also wanted to study two candles facing each other
(unlike a birthday cake where the candles stand next to each
other in parallel lines, here the candles were on a single line with
the wicks facing each other). To our surprise, we learned that
once we lit one candle, we couldn’t light the other, because the
oxygen concentration near the second one was too low—the
first candle effectively used up the necessary amount of oxygen.

We were lucky to get a chance to try the experiment again on
Mir, and the Russians allowed us to switch from a Lexan box to
a wire-mesh one, which was much more open. But they required
us to fly oxygen sensors with the experiment if we wanted to get it
on board. We used commercial off-the-shelf sensors. They didn’t
work well in flight, but their mere presence did allow us to get
approved and onto Mir.

This time we learned that a candle that burned for about
10 minutes on Earth burned for 45 minutes (not seconds!) in
space once we got rid of the Lexan box. The flame was incredibly
weak (about 5 watts in space compared with 50 watts here on
Earth), but it could survive a very long time.

During the experiment with the wire-mesh box, we asked
crewmembers to turn the lights on and off. What we found when
we did that is all the candle wax had melted, but it didn’t drip off the
candle because there was no gravity to pull it down. With the lights
off, it was possible to see these incredibly fast, thermal, capillary-
driven flows—essentially acrosol spray—inside that wax melt.

At the end of one of these Mir experiments, Astronaut
Shannon Lucid turned on the lights and said, “I see something

that looks like a dandelion there, sitting there. I will take a picture
of it, as well as make a drawing of what I see, in case the camera
fails.” This happened right after the flame went out. Now, on Mir,
you had 10 minutes of communication (“comm”) time followed
by 70 minutes of no communication. So right at the end of her
comm she said, “Can you tell me what that is?” Suddenly all
the lights lit up from Moscow with people (especially those in
safety) wanting to know, What is that thing? In the 70 minutes
we had, we came to the conclusion it was a fog of condensed
water vapor, which we told to Shannon and those in safety, and
everyone seemed satisfied. Months later, when we saw the pictures
and video, we came to a different conclusion: it was probably a
cloud of condensed candle wax. Once the flame went away, the
aerosols inside the wax melt condensed into a little round ball of
flammable material.

Fortunately at the time, when her comm time came around
again, we told Shannon to turn on the fan inside the glovebox
to blow the cloud of material into a filter in the glovebox. The
whole event served as a realistic reminder of the need for careful
post-fire cleanup operations. From this we learned that if there
ever were a fire on a spacecraft, the crew would need to worry
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