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3. MISHAP RESPONSE TELECONFERENCE/NASA ACCIDENT INVESTIGATION
TEAM

3.1 ORGANIZATIONAL STRUCTURE AND RESPONSIBILITIES

In accordance with NSTS 07700, Volume VI, Appendix R, Space Shuttle Program
Contingency Action Plan (SSP CAP), “The Manager, Space Shuttle Program (SSP) In-
tegration, is responsible for chairing the Mission Management Team (MMT) during on-
orbit activities. If a suspected mission contingency occurs, it is the responsibility of the
Manager, SSP Integration, to coordinate and chair the MRT from JSC and to inform the
MMT.” The SSP CAP also states, “The purpose of the teleconference is to enumerate
the facts regarding the contingency, present the situation as it currently stands, and in-
dicate the direction of the investigation activities.”

Mishap Response Teleconference (MRT; called “Mishap Response Team”) member-
ship included the following:

1. Manager, SSP Integration, Johnson Space Center (JSC) (Chairperson)
2. MMT

Manager, SSP Integration (Chairperson, Flight MMT)

Manager, Space Shuttle Safety, Reliability, and Quality Assurance
Manager, SSP Vehicle Engineering Office

Manager, SSP Space Shuttle Systems Integration Office
Manager, Shuttle Processing, Kennedy Space Center (KSC)
Director, Flight Crew Operations

Director, Mission Operations

SSP Flight Manager

Director, Space and Life Sciences

Manager, Marshall Space Flight Center (MSFC) Projects

k. Commander, Department of Defense Manned Space

.  SSP Deputy Manager, Space Flight Operations Contract

m. Manager, Extravehicular Activity (EVA) Project

Mishap Investigation Team (MIT) Chairperson

Early Sightings Assessment Team (ESAT) Chairperson

Manager, Emergency Operations Center (EOC)

Data and Record Handling Team Chairperson

External Tank Working Group (ET WG) Chairperson

Space Shuttle Main Engine Working Group (SSME WG) Chairperson
Reusable Solid Rocket Motor Working Group (RSRM) Chairperson
10. Solid Rocket Booster Working Group (SRB WG) Chairperson

11. Systems Integration Working Group (S| WG) Chairperson

12. Orbiter Vehicle Engineering Working Group (OVE WG) Chairperson
13. Public Affairs Office representative

The NASA Accident Investigation Team (NAIT) was established by authority of the
NASA Administrator on March 6, 2003. NAIT membership included all of the above,
with the exception of changing the Chairperson to three NASA senior agency officials
(Deputy Director, JSC; Deputy Director, KSC; and Director, JSC Engineering) to support
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the Columbia Accident Investigation Board (CAIB) structure. The Manager, SSP Inte-
gration, was appointed as an advisor to the NAIT.

3.2 PROCESSES/PROCEDURES USED
3.2.1 Declaration of Contingeicy, February 1, 2003

STS-107 was scheduled to land at KSC on February 1, 2003, at 14:16 Greenwich Mean
Time (GMT). The seven-member crew successfully had completed a 16-day research
mission. Telemetry from the orbiter was nominal until approximately 13:50 GMT, when
flight controllers noted off-nominal indications in several orbiter systems. All communi-
cations with Columbia were lost just prior to breakup over Texas at 14:00 GMT. At ap-
proximately 14:15 GMT, the Entry Flight Director declared a contingency.

Upon declaration of the contingency, the Manager, SSP Integration (MRT Chairperson),
called the MIT Chairperson to inform him of the contingency and requested that he no-
tify his team that the MRT would convene at 9:30 a.m. Central Standard Time (CST).
The MRT Chairperson then contacted SSP personnel resident in the Mission Control
Center (MCC) Customer Support Room and requested that all members of the MMT be
called and informed of the accident and told to convene at JSC. All members were con-
tacted and present either in person or via teleconference, and a joint MIT and MRT
meeting was conducted at 9:30 a.m. CST on February 1, 2003. Immediately upon dec-
laration of the contingency in accordance with the SSP CAP, all data potentially related
to the accident were impounded. The MIT was deployed on February 1, 2003, to begin
recovery efforts, and the SSP Manager activated several working groups to begin the
accident investigation. SSP personnel were identified as points-of-contact (POCs) to
coordinate actions and responses with external and internal organizations. Specifically,
POCs were identified to interface with the Headquarters Contingency Action Team
(HCAT), EOC, and payload custcmers. The MRT command center was housed in the
Customer Support Room, and activities were managed via the Customer Support Room
Desk. SSP personnel provided technical and administrative support to the MRT and
MIT, as needed.

3.2.2 CAIB Introduced, February 2, 2003

By authority of the NASA Administrator, the CAIB was activated on February 1, 2003,
and Admiral Harold Gehman was appointed Chairperson. Notification was given to the
MRT on February 2, 2003.

3.2.3 MRT Organization and {nitial Processes Defined, February 3, 2003

An MRT organizational chart that included interfaces with the CAIB and Columbia Task
Force (CTF) (configuration management function and interface between the CAIB and
MRT) was issued. Several processes and procedures not identified in the SSP CAP
were developed early on for the following:

Meeting and teleconference requirements
Release of impounded hardware and data
Freedom of Information Act (FOIA) guidance
External interfaces guidance

Data requests from NASA Headquarters

oRwN =~

50



NAIT Final Report
Draft 08/04/03

6. Press interview request approval
A document was drafted to captu:e all newly developed processes and procedures.

The teleconference was set up via a meet-me telephone line and recorded by the con-
ference coordinator. The meem;gs were conducted according to a standard agenda,
actions were tracked, and minutes were documented. All presentation charts were co-
-ordinated via the Customer Support Room Desk. Release of lmpounded hardware and
data was conducted using the following processes and forms:

1. - Hardware Release Request (HRR)
2. Test Approval Request (TAR)
3. Payload Data Release Request (PDRR)

The HRR and TAR forms required concurrence by the MIT and MRT/NAIT Chalrper-
sons and approval by the CAIB Chairperson. The initiator presented the requests with
-rationale, to the MRT/NAIT for concurrence prior to submittal to the CAIB for final ap-
proval ,

'3.24 MRT Transrtloned to SS"D Standard Meeting Infrastructure, February 10,
- 2003

The MRT command center was transitioned from the MCC to JSC,-BuiIding 1, to use
standard SSP Management Integration personnel and processes. The same processes
and procedures identified above were used; however, because of suspected breaches
in security, the teleconferences were conducted via dial-out according to a controlled
telephone list, versus the meet-me line that had been used for the first several telecon-
ferences. NASA Headquarters Office of General Counsel also requested that all data
presented to the MRT be identified as preliminary and not be forwarded to any
~organization or personnel outside the MRT/NAIT. NASA Headquarters. provided up-
dated FOIA guidance.

3.2.5 CAIB Request for Informatlon (RFI1) Process, February 13, 2003

The CTF and MRT representatrves met on February 13, 2003, to establish the process v

- for coordinating CAIB data requests. The requests were submitted via an RFI form that
was screened by the MRT Chairperson to determine if the action should be tracked by
-the MRT (if STS-107 accident related) or by the CTF (if generic in nature and/or non-
STS-107 accident related). Mote: This philosophy changed later such that only RFis
‘requesting data from one of the working groups were tracked by the MRT. The MRT
Chairperson concurred on all of the RFls to authorize implementation of the.request.
The MRT distributed the RFIs electronically and tracked closure via a database. The
process and procedures were briefed to the MRT as it evolved, starting on February 15,
2003, and a formal presentation.was provided to the MRT February 20, 2003. A status
of the closure of RFls was presented at an MRT meeting once a week '

3.2.6 Web Site on Line, February 18, 2003

"The SSP Management lntegratlon Office released the MRT web site, accessuble via the
‘SSP web site. The site housed the MRT organizational chart, policies, procedures, and
processes, as well as minutes of meetings and status of MRT actions, HRRs, and
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TARs. As processes and procedures were developed or revised, they were made
available to the MRT via the web site.

'3.2.7 Transition to NAIT, March 24, 2003

By direction of the NASA Administrator, the MRT was reorganized to support the CAIB
structure and became the NAIT. Three senior agency officials were named to act as
cochairpersons. All policies, processes, and procedures developed for the MRT were
transitioned for use by the NAIT, including the administrative functions. When the fre-
quency of the NAIT meetings decreased, some of the processes were modified, such as
the process for HRRs and TARSs. - The requests were reviewed at the OVE WG when
waiting for a scheduled NAIT meeting would have impacted work. Once concurrence
was received by the OVE WG, however, one of the NAIT Chairpersons would concur
“outside the board” prior to submittal of the form to the CAIB for final approval. The
NAIT met formally until June 4, 2003. Due to the decrease in CAIB activity, the NAIT
members were advised that meetlngs would be called, if warranted; otherwise, actions '
would be conducted in an outside-the-board manner. ‘ :

33 LESSONS LEARNED AND RECOMMENDATIONS
3.3.1 Lessons Learned '
3.3.1.1 Lessons Learned No 1

The SSP CAP outlines the organizational structure, processes, and procedures for the
~MRT. Wh|Ie the document is an excellent resource, it should be updated to incorporate
the Iessons learned during the STS 107 accident investigation.

Recommendation: ‘ S
The SSP should update the S’SF‘ CAP. The following are items for consideration:

1. Review the SSP CAP for applicability to all mlssmn phases it currently focuses on
a contingency during ascent. ~

2. ldentify SSP Management lntegratlon OfF ice as a standard member of the MRT

3. _Add the EOC function to the SSP CAP, as appropriate. A specific requirement is to
add a blank EOC call form, with an accompanying paragraph explaining why the
various data are requested from the caller.

4. Identify requlrements for handhng sensitive material.

5. Add the Customer Support Room Desk (SSP management command center) func-
tion. . ‘

6. Specify that all charts pre’sented to the MRT should be labeled as prellmlnary in .
nature and should not be forwarded beyond the approved distribution without con-
sent of the MRT. ‘ ,

7. Document in the SSP CAP the requirement at remote MIT command centers for a
liaison between the MIT Chalrperson and MRT administrative support personnel.
Liaison function should be’ ‘SSP personnel knowledgeable of the organlzatlon and
management POCs
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' }8.‘ Reference the MRT web >rte for standard pollcles processes, procedures and
forms (RFls, HRRs, TARs, and PDRRs).

9. = Review the suggested list. of working groups and determine if it should be updated

10. Add a suggested standarc ‘agenda and define the requirement for transcrlpts and -

minutes of the meetings for the MRT.
‘3 3.1.2 Lessons Learned No.2

While all members were contacted within 4 hour (in accordance wrth the SSP CAP),
several members were not immediately reachable at the contact number provided. Not
all members provided a cell phone as a contact number. The use of electronic pagers
did not allow conﬂrmatlon that the member received the message and would be avail-
able. :

L

Recommendation:

All members should be reachable immediately during the mission at all times. NASA
should provide cell phones for all MMT/MIT members.

3. 3 1.3 Lessons Learned No. 3

Launch contingency simulations are required every 18 months according to the SSP -
CAP. Prelaunch MMT simulations also are conducted periodically.: Currently, there is
no requirement for on-orbit or entry contingency simulations. _

Recommendation: i
Simulate contingency operations for all mission phases: ascent, on orbit, and entry!
3.3.1.4 Lessons Learned No. 4 |

Providing information to the MRT/NAIT initially was conducted only by e-mail, which re-
sulted in several limitations in capability, was very labor intensive, and was vulnerable to
securlty breaches. The development of the MRT/NAIT web site allowed policies, proc-
esses, and procedures to be posted in a central location for- accessrblllty by all users.

/

Recommendation:

Develop a permanent web site for contingency operations and provide the address to
NASA Office of Space Flight (OSF), MMT/MIT members, center D|rectors and other :
key personnel. The web site should contaln the following:

1. Standard pohmes processes -and procedures (including forms)
2. Key POCs and titles, with-office telephone numbers

3. Standard agenda and formait for tracking logs and minutes |
4. Presentation format and restrictions (if applicable)

3.3.1.5 Lessons Learned I\o 5

The CAPs for all NASA centers defme the requirement to impound data in support of an
accident investigation; however, several of the STS-107 payload customers were resi-
dent at non-NASA centers (e.g., European Space Agency personnel resident at a uni-
versity) and were unclear about the impoundment requirement. To facilitate impound-

53




NAIT Final Report
Draft 08/04/03

ment of all data related to the &¢cid ent the payload customers were glven guidance and
they complied with the requ:rerr “m

Recommendation:

The SSP should provnde a pole{ y that defines the impoundment requirement to all pay-
load customers who provide mission support at non-NASA centers.

3.3.1.6 Lessons Learned No. 6

The initial MRT and’MIT telecenferences were conducted via dial-in or meet-me num-
bers to expedite the setup of the teleconference. After the initial teleconferences, the
numbers continued to be used-as a matter of convenience. Concerns arose, however,
that use of the dial-in numbers was not secure, and the MRT did-not-have conclusive
. knowledge of who was participating in the teleconferences. Records were obtained
from the company that set up the teleconferences to determine who was participating,
- but the records were inadequate. It was clear that use of dial-in numbers was not a se-
~cure method to set up the teleconferences and, thus, was dlscontmued

Recommendation:

Document that dial-in numbers are to be used only as necessary. Establish a meet-me
number prior to each mission and distribute to MMT and MIT members, and others as
directed by SSP Management, for initial meetings in support of contingency operations.
As soon as practical, conduct all teleconferences using the standard secure method of
dial-out by the conference coordlnator so that participants are traceable. :

ﬂ 3.3.1.7 Lessons Lezriied No. 7

“As a result of SSP personnel (a1 all centers) receiving numerous requests from several

organizations at NASA Headquarters, a process was developed to coordinate all re-
quests and responses betweeri the SSP and Headquarters. An HCAT POC (and
backup) and MRT POC {and ba“kup) were identified. All requests for data in support of
Congressional mqumes and pn:ss and/or investigation material were coordlnated via
the POCs : . .

! Recommendatlon

- Immediately establish an mterface and assign POCs between Headquarters and the
MRT for action coordmat:on lmplement the following:

1. Define authority and respoyljplblhtles.
2. Define and commu’nvi"c'ate p’f‘o'casses and procedures.

3. Assign the MRT POC the reéponSIblllty of screening impounded and/or sensitive
data. This removes the burden from the actionees so that they can focus on com-
pleting the action, not detelmmmg whether the data should be released. ‘

Enforce the procees at all management levels.
Require who why, pnonty, :xnd due date for each action request
Identify SSP internal orgamzational POCs

N o o &

Maintain a tracking: Iog
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3.3.2 Observations |
3.3.2.1  Observation iNo. 1

The SSP CAP was lnstrumenta"”n‘gwdlng the SSP investigation of the Columbia acci-
dent. It was noted that there ss' 110 CAP for joint.International Space Station (ISS) Pro-
gram/SSP operations. ‘ .

Recommendatlon

The ISS Program and ScP should develop a CAP to address contlngency operations
during the joint phase of Space bhuttle/ISS missions.

3.3.2.2 Observation No.2

The status of CAIB actions rout rnely was provided at the MRT/NAIT rneetln'gs The
visibility that the actions recelved at the meeting was an incentive for actlonees to meet
due dates. = :

‘Recommendation:

Implement routine statusmg of actions levied by an mvestlgatlon board on the
MRT/NAIT. :

3.3.2.3 Observation No 3

- The MRT command center was ‘icused in the Customer Support Room during the initial
- phase of the investigat: en becausz SSP management operates from this facility during
real-time operations.” SSP pereorinel resident in the Customer Support Room are re- -
sponsible for lmplemem**g callua of the MIT/MRT. Due to the enormity of the adminis-
trative tasks associated with coordinating the MRT, however, the use of standard
administrative infrastructure is re qdlred ‘

Recommendation:

Transition the administrative anc ‘programmatic tasks of the MRT to standard SSP infra-
structure as soon as practical. -

-3.3.24 Observation No. 4 .

Guidance concerning the FOIA pohcy\was dlscussed at several MRT meetings, the pol-
icy was issued and rewsed and fmaHy the MRT was told to use NASA'’s standard FOIA
policy and processes. v ,

Recommendation:

NASA Headquarters OSF shou!d document in the CAP the FOIA pohcy and processes
to be used. :
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4. MISHAP INVESTIGA l'lOi\! .'_: M
4.1 ORGANIZATIONAL STRU::TURE AND RESPONSIBILITIES

In accordance with NSTS 077( 0, Volume VI, Appendix R, Space Shuttle Program
Contingency Action Plan (SSF.-CAP), outlining Mishap Investigation Team (MIT) mem-
bership, processes, and procedures, the Space Shuttle Program (SSP) Office activated
‘the MIT on February 1, 2003. The MIT is composed of 10 members from various disci-
plines. The specific MIT membership is published via memo 6 weeks before each flight.
The MIT assumes the responsrbrhty for debris recovery, protection, and impoundment.
Once the accident investigation board is activated, the board may choose to alter the
_debris collection responsibilities, as they deem necessary. In the case of the Columbia
-accident, the Columbia Accident investigation Board (CAIB) chose to keep the MIT .in
the debris recovery role. - ‘

The initial organizational structure; responsibilities, and procedures for the MIT are
specified in the SSP CAP. There was no “Columbia Recovery Organizational Chart”
beyond that shown in the SSP CAP. The SSP CAP clearly says that the Chairperson of
the MIT is responsible for debris recovery. All activities, philosophy, and decisions re-
garding debris recovery were ooordmated through the MIT Chalrperson

411 Deployment

~ The MIT initially deployed to Barksdale Air Force Base (AFB), Louisiana. Barksdale
- AFB was chosen because it provided the facilities to handle large aircraft, had capabili-
‘ties to accommodate a large contingent of people, had the appropriate facilities to, ac-
commodate human rescuices processing and transportation, and provided the securlty
needed. As distributior: of the' Columbia debris became better understood, additional
recovery centers were eSLathhCLa in-Lufkin, Texas, and at Carswell Field in Fort Worth
Texas. |

The Carswell Field MIT subgroup was responsible for responding to debris reports‘be-
tween Corsicana, Texas, and ereas west of Fort Worth, Texas. Based on recovered
debris items, small self-initiated searches were performed by the Carswell Field opera-
tion, but none to the extent perfurmed by the Forest Service between Corsicana and the
Toledo Bend Reservoir. The Lufkin MIT subgroup worked debris recovery in the area
from Corsicana, Texas, io Fort Polk, Louisiana. They identified the initial search corri-
dor and coordinated with ‘the: Federal Emergency Management Agency (FEMA) and _
Forest Service for resources to search these areas. The SSP CAP did not take into
consideration the magnitude of the accident and the number of state, Federal, and local
agencies involved. All MIT search activity was coordinated with daily teleconferences
_involving all locations. After abciit 3 weeks, the Carswell Field activity was closed and
all MIT activity moved io the Lufkin Disaster Field Office (DFO). A daily coordination
‘meeting between NASA, FEMA, a(no other agencies provided the lnteragency coordina-
tion necessary to ensure a unified understanding of progress and issues. The daily MIT
meetmg addressed search activities, search philosophy, progress, and plans as they
affected ground air, wate* -and si*otegm search activities. :

There were a great many peopi= across NASA who volunteered to assist. NASA cen-
ters developed a list of voluntef rg, and coordination for rotating in of new people was -

. k
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worked through points-of-sontac :=0Cs) at the task level. In most cases, there was a
time overlap between voiuntee:. tu ensure that the task and philosophy were under-
stood before the new volunteer =.us left alone. In some instances, there was a rotation
between a fixed set of people, th 13 requiring minimal overlap. Those volunteering in the
search areas received briefings ind directions in the same manner as the Forest Ser-
vice searchers. The Forest Ser.ice rotated crews on a 14-, 21-, or 30-day basis, which
required a continuous-indoctrination program for the new searchers

The declaration of Texas and L:suisiana as Federal disaster areas brought FEMA and
all their resources into the recovary plcture For the first 3 weeks, there were two paral-
lel,recovery activities in r:lace. One activity was for the recovery of human remains and
the second for recovery nf Colurnbia debris. NASA had the lead responsibility for each
activity, with supporting: roles heid by other state, Federal, and local agencies. NASA,
FEMA, the Environments! Prote=iion Agency (EPA), and the Forest Service were the
primary players in debris recove:v ‘activity. NASA identified the areas to be searched.
The Forest Service prov ued the: oeople and equrpment to search the identified areas.

identified locations of de t vis; and mcked up the debris for transport FEMA provrded the
money for most of the aclivity and, of equal importance, had, the authority and ‘agree-
‘ments to activate assistznce fror Federal and state agencies. '

4.1.2 Debris DIStr!bLiéa.<::‘s
~ The distribution of Spa:

shuttle debris greatly influenced the resources and techniques
applied to recovery. V from .1 variety of sources, as well as telemetry, indicated that
the Space Shuttle vel was !c3ing pieces significantly west of Texas. It appeared
that the vehicle was.drc:sing deris even west of the California coast. Using video, ra-
dar analysis, telemetry aiialysis, and public reports, the debris trail was identified. The
greatest density of debris began south of Fort Worth, Texas, and ended in Fort Polk,
Louisiana. - Although thers is significant evidence that debris fell in Nevada, Utah; and
New Mexico, the mos’ wasterly piece found to date was located in Littlefield, Texas.

The heaviest concenirzticn of cebris was along a line from Corsicana, Texas, to Fort
Polk, Louisiana. As cxzacted, heavier pieces, with their higher ballistic coeffi cients,
“were found toward the e = of ,“e debris trail, closer to Louisiana, while light objects -
were found more tome tihe begin rng, in north central and west Texas.

There were 1,459 deie: reportz from 40 states other than Texas and Louisiana.
Teams representing the MiT add-zased all reports. There also were reports from Can-
ada, Jamaica, and the Bahamas. Mo Space Shuttle debris has been confirmed outside
of Texas and Louisiana.

4.2 PROCESSESIP?J CJIDUR & UUSED

The processes and proczdures ‘v Jdebris recovery were different, depending on the de-
bris location. Searche the ¢ @izs of Louisiana and Texas were handled differently
than in the rest of the i ’nited Siotes. Texas had the largest concentrations of debris .
well identified and spread along = well-defined line. Louisiana had several large engine
pieces and a small sceitering of smziler items in several parishes. Along the Columbia
flight path from Texas i the Culifornia coast, there was.radar and visual evidence of
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debris leaving the'Spé{:e:‘S‘:hu{ﬂa}' v+ icle and perhaps hitting the ground. Radar, video
analysis, and trajectory analysis e used to define high-probability areas for ground
search in New Mexico, -Utah, a:i flevada. Working through FEMA, local resources

. were activated to search these hmh -probability areas for debris. Notices were pub-
lished and broadcast asking tha! any debris or sighting information be forwarded to the

NASA toll-free number. Public tiotices via flyers and news medla pieces were used

several times during the recovery process.

The debris in Texas and ‘t_ouyslana was along a well-defined path. Radar analysis and
- call-in reports provided sufficient information to identify a search area. The area was
centered on a line drawn through 100 large pieces, which were recovered early in the
search. A +/-2-mile-wide corridor was defined around the centerline and was felt to con- -
tain a 1-sigma distribution of the debris. A +/-5-mile-wide corridor was deﬁned around
the centerline and was felt to contain a 2-sigma debris distribution.

At the Lufkin DFO, search responsibilities were divided into the foIIowmg five areas of
responsibility, each wstn a desigriated leader:

All states outSIde Texas and Louisiana
Ground search withir: Texas and Louisiana
Air search within Texas and Louisiana
Water search . _, ‘

Strategic search :*?Nmes

aorwN=

- The area leader cour inated search actlvmes in each of the identified areas. Overall
. coordination occurreu st dally planning and coordination meetings with the MIT.

- 4.21 Search

The search efforts required a variety of assets and techniques. In Texas alone, debris
was spread over an arga exceeding 2,000 square miles. Such a large area reqU|red a
combination of ground and airborrie search techniques. The heaviest debris corridor
_between Corsicana and Fort Polk, Texas, was the initial focus of attention. Most of the
ground search was ceniiucted by firefighters from the Forest Service, assisted by repre-
sentatives from EPA and NASA. For the ground search, a Probability of Detection
(POD) of 75 percent for-a 8- by 6-inch object was selected. The 75-percent POD de-
“termined the search tec hmques to be used by the field searchers.

For the air search; the POD was 50 percent for a 12- by 12-inch piece of debris. More
than 3,000 Forest.Service firefigiiters were used in search activities. These searchers
~were staged out of four Forest Service managed camps located in Corsicana, Palestine,
~ Nacogdoches, and Hemphill, Texas. The area along the corridor from Granbury, Texas,
to Fort Polk, Louisianz, was divided into 2- by 2-nautical-mile grids. Grids were as-
signed to the Forest Service for search by the firefighters. More than 35 helicopters and
7 fixed-wing alrcraff were assigned to search areas outside of the center 4-mile-wide
corridor. : ’

If the initial breakup_ oc-r.:uvrred over the Pacific Ocean, it is quite likely that some :Colum-
‘bia debris fell into the ocean. Oceanographic data indicated three counties along the
California coast that had the highest probability of debris washing up on the beach. An
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‘was conducted using local law enforcement and
v“as found along the California coast.

‘organized search of the beach are:;
volunteer organizations. -No debt

A number of remote sensing resources were used and considered during the search
process. Many of these were from agencies volunteering their assets as potentially
useful in the search. Everythirig was considered and evaluated by the MIT. Consider-
able remote sensing skill was avaiiable to the MIT to help identify potential devices and
platforms and to assist in evaluation of the results. [n several instances, sensors were
assigned areas as test cases to ascertain their capability to identify debris. Some of .
these were optical sensors, and several were electronic sensors employlng various
techniques to ldentlfy debns

4.2.2 Debris Hagfa_dlmgj

Debris from Columbia was decontaminated, if necessary, and then tagged with informa-
“tion concerning its location. Pictures were taken of the debris in its found location. Col-
lection centers were cpened at Corsicana, Palestine, Nacogdoches, and Hemphill,
Texas. All collection sites shipped debris to Barksdale AFB, Louisiana. Barksdale AFB
was the location of mcst debris packaging and shipping to Kennedy Space Center
(KSC). Debris going to Barksdzie AFB was entered into the database, photographed,
packaged for protection, and shipped to the KSC Shuttle Landlng Facility (SLF) hangar

Twenty to thirty items were identified as “hot items” and shipped to other locations.
These, too, were siiizred into the database. Examples of these items are general- -
purpose computess, cameras, Miniature Airborne. GPS Receiver (MAGER; GPS =
Global Positioning $-+¢:am), Orbiter Experiments (OEX) recorder, and Orbiter Position-
ing System (OPS) re ~rders. All these items had information that could potentially im-
pact the search and 7= :tigation. In some cases, battery lifetimes could limit access to
potentially important information. :

- 4.3 LESSONS LEARNED AND RECOMMENDATIONS
'4.3.1 Observations -
N

1. ltis lmporta-nt to get a good database as early as possible. A-good database ad-
ministrator should be named immediately. Database functionality, hosting,
changes, etc:, shculd be coordinated through a single point. NASA should con-
sider developznq a database that could serve as a starting point for similar activi-
ties. : -

2. Significant admlmetrative st ‘DpOl’t should be identified early in the process. Large
amounts of data need to be organized and accessed throughout the field activity.
There is also the nead for records retention and archiving. Planning for records re-

- tention and archwa; naeds to start early.

3. Leavmg decisiori- nakmg at the field level made for a more efficient operation.” This
activity was a peifect example of)letting the field operations be managed in the
field. .

4. The mapplng eap'Jb;EIty provided by the Geographic Information System (GIS) was
‘a significant asset. it provided a good .communications tool between the field and
management and between the DFO and remote Iocatlons

59



NAIT Final Report
: Draft O8/O4/O3v

5. Having dual NASA vepref*’w taives was confusmg to many people, including the
other agencies working with us.

6. Having the leadership operate from a central Iocatlon S|gn|ﬁcant|y helps mter—
agency and team Commumcatlons ’

7. FEMA provided access to sxgmﬂcant human resources. The declaration of a dlsas-
ter by the President made this possible. NASA should consider how to accomplish
debris retrieval if a disaster were not declared or if a similar accident were to hap-
pen outside the United States.

8. Remote sensmg provided little assiStance in identifying debris loCations.

9. Communicatior:s suppoit is a must. Portable and land-line telephones and com-
puters are absolute requirements.  These resources were provided by FEMA.
NASA should hava a plan to provide similar capabilities in cases where FEMA is
not involved. ‘

10. Mobility of management is important for a search area of this magnitude. Face-to-

face meeting with leaders at the remote locations is very important. FEMA pro-
vided fixed-wing aircraft and hehcopter support for management visits to remote lo-
cations. .

11. The contmgency nlans published by SSP and NASA centers, worked -very Well.
They provided «rections for the initial notification and coordination. The program
has conducte:’ < itingency simulations at least every 18 months. These simula-
tions play a k2 :urt in making the process familiar to the players. As is often the
case, the Ccl:. - :a accident was not exactly the scenario simulated or expected.
The Columbiz :~znario did not impact the contingency declaration, MIT activation,
or management process. The impoundment of evidence and key documentation
began immediately, and there were few problems throughout the entire search
process. The =i? CAP did not take into consideration the disaster declaration
made by the P:==ident. This made significant additional resources available to the
MIT, which wers easily incorporated into the recovery plan and were |mportant in .
the success of the effort.

aad

4.3.2 Recommen:%au.m

Planning for a maj..: Zi:ace Shutile event on foreign soil needs attention. The fact that

NASA and the Natic: . Transportation Safety Board (NTSB) previously had coordinated
responsibilities was significant in determining lines of responsibility. Similar coordina-
tion needs to take place with host countries of Transoceanic Abort Landing (TAL) sites.
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5. RECONSTRUCTION TEAH S
5. ORGANIZATIONAL STRUCTU!IE AND RESPONSIBILITIES
5 1.1 Accident Backr round

On February 1, 2003, at approximately 0800 Central Standard Time (CST), the Orbiter
Columbia broke up over east central Texas during re-entry into the Earth’s atmosphere.
The orbiter was returning to Kennedy Space Center (KSC) at the completion of Mission
STS-107. At the time of breakup, the orbiter was traveling at about Mach 18 at an alti-
tude of approximately 208,000 feet. The debris field was scattered over an area of
eastern Texas and western Louisiana and measured approximately 645 miles Iong by
10 miles wide. The dzahris was recovered and shipped to KSC for examination in the
Columbia hangar. It is estimated that approximately 38 percent (composed of over
- 83,900 individual items) of the orbiter, by weight, has been recovered to date.

Ay

5.1.2 Reconstructioi and Purpose

Aircraft accident investigators typically perform a partial or total vehicle reconstruction to
trace damage patterns and failure clues to aid in determining the accident’s probable
cause. This is especially usefui when the recorded vehicle data does not provide sig- -
nificant insight into the causes and contributing factors or when an ln-ﬂlght structural

breakup occurs ‘scatiering parts over a large geographical area. :

‘2@ on many forms, but essentially involves placing the recovered
sition prior to the occurrence of the structural failure. In some
‘on is performed in a two- dimensional (2-D) representation, and in
s is reconstructed in a three-dimensional (3- D) representation in

Reconstruction m:
~ debris into its orig:
- cases, the reconst
- other cases, the ¢
custom deSIQned

In virtually all aircraft accident investigations, a 2-D layout of at least a sectlon of the ve-
“hicle is performed, and only when enough information cannot be obtained through this-

"method is a more costly 3-D reconstruction performed. Thus, the 2-D reconstruction |

© planning must begin Lefore the debris arrives at the reconstruction site. Planning for
the 3-D reconstruciicn can be done months or even years later, if required.

_ An essential decision to make before performing a 2-D IayoUt is how best to use ‘t,he
available reconstruction space arnd intelligently represent a 3-D vehicle on a 2-D layout
grid. Usually, the iifiai accigent aepon’ts and preliminary data dlctate the reconstructlon
scheme

.~ In most aircraft rer:anstructions, the fuselage layout is split at either the upper or Io‘wer
centerline, then opaned up to show either the internal or external surface. The 2-D lay-
out grid has an expar:zsion factor, ueually set at 10 percent to 25 percent, allowing suffi-
cient room for i |nV€‘SUC :ors to examine each piece of debris from all angles.

Damage pattems »an ba discernad as the reconstruction grid is populated. It becomes
possible to study ti:e de mage’s contmunty or lack of continuity on associated pieces. As
an example, if a wrinkle in one siin panel section continues across a break or tear, it is
possible to conclude th:t the forr:s necessary to cause the wrinkle were applied prior to
the break or tear. Th: (,ontmu» / of smears and score marks across breaks provides
additional evidencs an %a|ds in d:ffenentlatmg between |nﬂ|ght postbreakup, and ground ,
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impact damage;' “ Overall, relati*i; the damage between individual debris pieces de’ter—
mines failure patterns, including directional indications of force application (for example
the mannerand dnrectxon in which rivets, screws, and bolts were sheared).

Often, differences between adjacent or symmetric (i.e., left vs. right) debris pieces pro-
'vide valuable clues that lead io determining the initiating event. All significant debris
pieces are documented, and the most relevant are analyzed further by various sampling
and forensic techniques. Because the failure modes and signatures of typical aero-
space construction materials are known, an accurate assessment of the overall failure
scenario can be made oased upon the debris and material assessment results.

51.3 Orgamzatmncé "tructura

The NASA Deputy Administrator gave d|rect|on to perform the reconstruct|on at KSC.
This was the triggering decision for the creation of the Reconstruction Team and activa-
tion of the Reusable Launch Vehicle (RLV) Hangar at the Shuttle Landing Facility (SLF)
as-the Columbia reccnstruction site. Based on plans contained in SFOC-GO0014,
KSC, Space Shuttle Program, Salvage Operations Plan, the Reconstruction Team
structure was adapted for the Columbia contingency and-debris reconstruction effort.

NASA malntalned prmary respwsablhty for the Columbia reconstruction effort, with
support from United Space Allianc (USA), Boeing, the National Transportation Safety,
Board (NTSB), and various other support contractors. An organization chart is shown in
Flgure 5-1. =

, ‘AT Reconstruction Team
Chairperson

1
2 1

KSC Reconstruction
Dlrector

l

-------[ Reconstruction Engineering '

USA Reconstruction |
Mana

1 P S ——

Technician
Operﬂmns

1 Logistics [ Facitty
1 Mariagement

TR A R

Figure 5-'1~;.f;l\llishap Investigation Team (MIT) Reconstruction Team Organization
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51.31 Steffipg of the Reconsiruction Et'fort

For the majority .of the reconstruction period, approximately 75 personnel supported op-
erations on each of two 8-hour shifts, 6 days a week. Technical experts from KSC and
Johnson Space Center (JSC) wara depioyed to the Columbia hangar and assigned to
staff the Floor Support; Technical Drscrplmes Crew Module Support, Payload Support,

Materials and ProcesS’=s (M&P) Erigineering, or Data Management processes.

Floor Support

Floor Support consisted of NASA and USA environmental safety and health per—
sonnel, Logistics Specialists, receiving technician functionaries, Quality Inspectors,
Material Handling Technicians, and Industrial Engineers. All were employees from

 USA Integrated Logistics, Orbiter Operatlons and Launch Operations directorates

and safety operations organizations: These personnel constituted approxmately
60 percent of the «iaily workiorce. , L

Environmerital sa‘sty and Fazith personnel were responsible for determining if de-

- tectible levels of hazardous propelldnt residue were present on the debris. - This

group verifisd that each truck and bbx was safe for handling before it entered the
Columbia hangar. NASA, USA Safety and Health Florida, and Space Gateway -
Support (SGS)/Camprehensive Hedlth Services’ Enwronmental Health Services
employed these parsonnel. :

Logistics Soeciz'izts, under the superwsron of a ﬁrst-lme manager, controlled the
truck off-lo: ding #nd uncra’ing of all materials received at the Columbia hangar.
Orbiter Technicizis were ted in the- recelvmg areas as receiving technicians to
unpack anc cles" ;iebris. Ciuality Inspectors verified debris-associated field notes,
separated multi;'2 items wiier one tracking number into mdlwdual tracking-
numbered items, =nd photo - phed each item.

Material Handling Technicians facmtated the movement of all material from one lo-
cation to_another. All items moved to the reconstruction grid, or material storage
bins and shelves, were inventoried and recorded by Material Handling Technicians.

Periodic audits of debris location within the Columbia hangar were performed to
verify process inte r:r*ty and ¢ scuracy. - Industrial Engineers performed these inde-
pendent assessiviznts of delsris handhng and storage. In addition, a Grid Manager
was used to contrail all mov: ‘ment of items to and from the reconstruction grid.

Technical Bisci 'nes o -

USA, Boemg, Rociketdyne, =iid NASA supphed the engineering support for the Co-
lumbia reconstrissiion effori.  The Reconstruction Engineering Team leadership
was composed of the NAS 4 JSC Rasident Office (JSCRO), USA Ground Opera-
tions, and JSC Crhiter Element. The JSCRO Manager and USA orbiter Subsystem
Area Managers (:AMS) pnovroed techmcal and processing leadership, including 3-
D laser imaging =nd debris assessment respectively. 'USA Ground Operations
provided acminis: ative leadlzrship. Engmeenng personnel made up approximately
30 percent of the .otal Recu::struction Team and consisted of the following:
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.a. 'Structural mngineer - rpons:bie for vehicle airframe debris

b, Mechanlsm" Enginess - e
- nisms .
c. Thermal Frotection Tystem (TPS) andThermaI Control System (TCS).

Engineer - res ponsxb for orbiter thermal protectlon debris such as tlle ther-
mal blankets gap fillers, etc.

_D;ble for landing gear hatches and mecha-

d. Hypergols Ingineer - espons:ble for orbiter Orbital Maneuvering System
and Reactior: Control &ystem (OMS/RCS) components and safi ng of hypergol-,
contaminated debris

e. Fluids Enginner - reznoensible for evaluation of nonhypergollc fluid system
debris such == main fue! cells, engines, radiators, etc.

f.  Electrical Engineer - responsible for evaluation of electrical power and distri-
bution, instri:rmentatior, 2nd avionics debris such as black boxes and wiring

g. Au’xihary Pdwer Unit (APU) and Hydraulics Engineer - responsible for or-
- blter APUs and hydraulic systems :

h. Fllghf‘ Cravs Systems “CS) E:ngmeer - responsible for processmg and

identification o items Wiih which the crew interfaced directly

i _Spéé’k Hal:/:’ayload Engineer - responsible for SpaceHab and STS- 107 pay—
load-r:fated lebris

After the t::lk of ::«ebris wasprocessed into the Columbia hangar, the Debris As-
sessmenti forkii: Group (LAWG) was established. The DAWG began a system-
wide engiraering analysis 0 die debris to determine how the major structure and
TPS elements fa'2d. The /G was composed of Boeing Subsystem Engineers, -
USA SAMs and < yetem Si:ecialists, senior NASA System Engineers, and NTSB

mveshgators : : : : ‘

Crew Module & < pott

The crew modui= workforcs arganizational structure was dlctated by a combination
of the’ workforct_, available =i ihe Columbia hangar, the need for privacy for crew
sensitive items, znd the en¢'neering experience needed for assessment.

The Flight (,rew ‘peration” {irzctorate (FCOD) at JSC assigned astronauts to the
reconstruction efizrt, to be .:ponsible for overall management of the crew module
workforce. The;: ~rovided - ~ontinuous onsite astronaut presence at the Columbia
hangar.: Other 2 ronauts -t ted to KSC to help in debris identification and deter-
mining stowage lecations. T ‘ '

Payloads Sup:

KSC, Goddard “pace Flicht Center (GSFC) Boeing, and SpaceHab personnel
supported paylozd recover «iforts. The coré group consisted of two NASA Pay-
load Managemert repress i=tives, one NASA Operations Engineer, and NASA
and Boeing engireers with -=xfensive payload experiment backgrounds. This core
group coordinais: aclivitie: with the NASA Accident Investigation Team (NAIT),










































































































































































































