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Call to Order/Remarks/Announcements—Ms. Karen Harper

Ms. Harper called the meeting to order at 8:40 a.m. and reviewed the agenda, noting that the public can dial-in. 

Opening Remarks/Comments—Dr. Larry Smarr

This meeting had been scheduled for 2 days before the NASA Advisory Council (NAC), but that NAC meeting was cancelled and is being rescheduled. Nevertheless, this meeting should be used to finalize thinking on recommendations. A replacement for NAC Chair Ken Ford has yet to be announced, which delays appointment of new members for the ITIC committee. This is a moment of major change in IT and telecommunications, but ITIC cannot do its job without more members. An added problem is that the list of suggested members may have been lost in the transition. Dr. Holmes intended to be here today, but was prevented because his area lost electricity during the storm. Ms. Chrapaty has accepted a new position and is stepping down from ITIC membership. Dr. Holmes and Ms. Chrapaty had begun a review of the Office of the Chief Information Officer (OCIO), and that draft was sent to Dr. Smarr. 

Goddard Technologies—Mr. Adrian Gardner

Mr. Gardner responded to issues the ITIC had raised previously—containerized compute, Cloud, big data, high-performance networks (HPN) at Goddard Space Flight Center (GSFC), and information security.

Containerized Compute

Containerized compute involves the architecture of the future; it will not be a data center in a flight projects building. NASA is investigating 3D visualization with Wallops Flight Facility and is planning to evaluate engineering Persistent Virtual Desktops (PVD) over a wide area network (WAN) with IBM. The construct under consideration locates container data centers at three sites—Goddard’s Building 34, CIO, and Ames. The immediate question is how to migrate a percentage of information into the data center.

· Mr. Gardner assured Dr. Grossman that at the end of 2012–2013, NASA expects to have the second container facility. This is primarily happening on the private sector side.

· Dr. Smarr clarified that usage would extend across NASA, not just at Goddard. The opportunity at Goddard lies in Science Mission Directorate (SMD) testing Nebula for real science. A paper on that will be released in November or December.

· Mr. Paller wondered whether, if budgets were radically cut (say, by ~35%), expanding this initiative would be dropped. Or would it be seen as a way to reduce costs? 
Mr. Gardner thought this project would reduce cost, so it would be continued. However, he pointed out that NASA has not done a true cost analysis. They have benchmarked industry and relied on what industry did for cost/benefit analysis. 

· Dr. Szalay asked about NASA’s proactive measures. Mr. Gardner said Linda Cureton heads a Working Group at Headquarters, which has met three times. Representatives are from SMD at Kennedy, Ames, and Goddard, e.g., Mike Little. Mr. Gardner believes they are looking at providing users with end-to-end bandwidth technologies, particularly off campus. This is the way forward on integrating emerging technologies into operations.

· Dr. Grossman:  Industries get scalability by acquiring containers by the dozens to hundreds to thousands at a time. Mr. Gardner did not know whether any agencies had considered containers across agencies, although there is interest in Nebula and NASA’s Cloud and computing capability, and discussions are being held across the board. Containers are more general at Goddard, and not just for Nebula. From a CIO perspective, this is a move more toward containerized architecture. Mr. Gardner, answering Dr. Szalay, thinks NASA is in contact with the European Space Agency (ESA) and Earth System Science Office (ESSO). Part of the container at Goddard is used for staging what goes into the Cloud. There is the virtual desktop piece and also the virtual storefront with single point of accessing. 

Cloud

SMD is testing and evaluating the Cloud.
· Dr. Smarr:  The main use is for computing and storage, and Goddard seems to be an ideal place for that, but storage does not necessarily mean computing. It sounds more like a science dataset, rather than computing. Mr. Gardner:  The focus is on how we, from a data perspective, merge new things around the data. Another piece is that, in general, the Center realizes that data are NASA’s distinguishing characteristic. A meeting was convened to discuss how to bring Web technologies together with their architecture. The federal government is also revising its data model. ITIC needs examples data-use.

· NASA has both data capital and data storage. Because all of this involves a steep learning curve, Dr. Smarr thought NASA should be starting immediately and learning what they need to as they go. He would like to identify the most actively sought data sites and put them up; then measure how many people use the data, their rate of transfer, etc., and distinguish that from the usual data baseline. Many people do no more than download data. Mr. Gardner said NASA is concentrating on storage.

· One question is how to open the many products to external populations. 

Big Data 

The entire storage volume totals 5 pedabytes (PB) or 5062 terabytes (TB). A number of products are available because of the Earth Observing System Data and Information System (EOSDIS), which provides end-to-end capabilities for managing NASA’s Earth science data from various sources—satellites, aircraft, field measurements, and various programs. NASA network capabilities transport data derived from missions to the science operations facilities—Distributed Active Archive Centers (DAAC), Land Atmosphere Near Real-Time Capability for EOS (LANCE), and Earthdata.nasa.gov. Other distribution sources include the Global Modeling and Assimilation Office and specialized data systems, including Earth Observatory, GSFC Sea-Ice Remote Sensing, Science Visualization Studio, and HoneyBeeNet. Distribution communities include:  research, education (K–12), value-added providers, interagency data centers, Earth system models, international partners, and decision support systems. 

Prototyping 

Mr. Gardner will provide information on rapid prototyping at a future time. Prototyping requires an open-standard-based framework and access and build interoperability between federal data repositories, enabling any user to develop cross-cutting technologies, e.g., EPA- or USGS-specific access. They constitute communities of interest for the flow of data. NASA is among the leaders in government in this area. 

· Dr. Smarr:  Data are not mission critical, and put no one at risk, so prototyping with the user community can be expected to move quickly. It has to move at the speed dictated by the marketplace.

High-Performance Networks (HPN) at GSFC

Since the death of Pat Gary, Code 600 has been trying to define the next big project. At a forthcoming meeting on supercomputing, they can seek advice on experts for consultation.

· Dr. Smarr:  It is critical that ITIC get someone from that community to replace Mr. Gary. These people work with each other because otherwise they cannot do the big demonstrations. Mr. Gardner agreed that that is the goal—they have put feelers out and will contact those people.

· Mr. Gardner assured Dr. Grossman that NASA has posted a flyer advertising the position Dr. Gary occupied. Otherwise, they are figuring out how to get his work into operation. They will start with networking and then discuss process. The key is that the Agency also move to an interactive strategic network. Dr. Grossman observed that Hank Dougherty was a similar sort of person, and his position has not been filled in 2 years. He summarized the hiring challenge as, the people you want, want to have the resources to do something. And, you do not want the people who are willing to apply with no resource availability. Branding of NASA may affect the situation. 

· Dr. Smarr thought that in an increasingly virtual world, an alternative might be to grant use of Goddard to university leadership as a test bed to help develop things in house.

Information Security—Continuous Monitoring

How to bring together a continuous monitoring capability is under discussion, and NASA is moving toward implementation. Ross was brought in at the policy and network level. 
· Mr. Paller:  Key pilots underway with the Department of State promise full-fledged programs by the end of the year. 

· Mr. Paller noted the conflict in cyber-security. Ron Ross, National Institute of Standards and Technology (NIST), writes catalogues of things you might look at; the Agency selects the most relevant ones; reviewers select different measures; and the Agency fails. 

· Is everything continuously monitored? Howard Schmidt awarded Australians for identifying four major hindrances to progress. Continuous monitoring at NIST “goes along to get along.” Mr. Gardner disagreed that that is the desired way to lead NASA security. The strategic plan pulls together and analyzes threats, in general. 

· Mr. Paller:  The community threat is that every computer is subject to the same threat at the base level. A series of attacks is hitting every government agency. Mr. Gardner: Goddard’s threats must be distinguished from all the other threats. 
NASA IT Summit—Karen Harper

The Summit’s key goal was to inspire a more innovative, collaborative, and informed IT workforce and to bring stakeholders together under one roof to share best practices. Post-Summit surveys indicated that 60% thought the Summit met or exceeded their expectations. The number of attendees (1782) nearly doubled since the first year. There were 5 keynote speakers, who all received high marks, and 8000 tweets. Attendees were:  27% NASA civil servants, 35% NASA contractors, 28% private. The top five Summit tracks were:  innovation, CIOs speak, collaboration, IT security, and infrastructure/operations. Other highlights were the Education Blast-off. The 250 students brought in from underrepresented areas were engaged in technologies by showing innovative uses of STEM technology, e.g., SmashCaster, and Pearls of Wisdom:  Our Braided Lives, a mentoring initiative for women and girls. An awards program honored civil servants, contractors, and educators. IT-related working groups (23) met following the Summit to leverage collaborative meetings normally held as separate meetings in different locations, which maximized use of space and money.

· YouTube is an important means of communication for K–12 and college-aged people, so we can measure the impact of various things through YouTube use. Furthermore, 
Dr. Smarr pointed out that it is easy to have one’s own YouTube channel, and it might be worth considering a NASA presence on YouTube. It is the interaction of IT applications that makes NASA people special. YouTube is a visual medium; NASA is a visual application of technology. YouTube can be used to engage kids and older people. People love NASA and want NASA to exhibit excitement more often. Parts of NASA have done a lot in this regard. When kids see other kids doing these things, it inspires them. And, YouTube is free. Ms. Harper will check with Public Affairs.

Remote participation totaled 5800 visitors from 97 countries. Most watched the general sessions. Topics on demand:  doing business with NASA; agile development techniques; change management in large-scale IT initiatives; data center consolidation/optimization success stories; infusing IT at ground zero of education; NASA Chief Information Officer (CIO), 1-, 2-, and 5-year plans; NASA Chief Technology Officer (CTO), 1-, 2-, and 5-year plans; hybrid Cloud architecture as a service delivery model; IT delivery migrating to an IT service model; own desktop IT leadership; and how the CIO can help missions and centers reduce IT expenses. Overall, people said more had been pulled together in last 2 years than in the previous 20. 

· Changes for next year begin with the likelihood that NASA itself will not sponsor the Summit. But because of high demand, NASA has had discussions with the Office of the General Counsel (OGC). Inquiries have come in from industry—they do not want to see this disappear. They want to retain engagement of non-profits, but to charge participants through registration fees. NASA is considering a tiered participation. Dr. Smarr:  The Department of Energy (DoE), National Science Foundation (NSF), and other bodies all have similar program and have to figure out how to fund them. Ms. Harper:  NASA is considering DoE’s process.

· Mr. Paller noted the need to be sure attendance numbers are accurate because non-profits base actions on them. 

· Dr. Smarr thought the Summit valuable. Ms. Harper:  The strong STEM connection benefited from engagement of mission organizations. Next, we must broaden stakeholder involvement.

· Dr. Smarr:  First-order IT people provide structure for science and the mission to get the work done. Getting IT people involved helps IT people understand the problems. This could be an important goal of the Summit—partnering between IT and mission people. Mr. Paller:  Most people who know about it, including TED conference participants, saw it online. Most mission people do not want to spend 3 days with IT people, but a celebration of mission accomplishments, a recognition program, would be different and could pull those people together for a day or 2. Dr. Smarr:  The TED venue is not for those who are not natural performers. But, we could select from across NASA science programs those who have best used IT innovations in the last year, honor them, and ask them to give talks on how they did it, e.g., WISE mission powered by Nebula, and the Tornado Mission powered by Nebula:  here’s how the mission used the innovation; here’s why it was advantageous; here are the great images, etc., etc.

· Mr. Gardner:  Federal schools bring in leading people for short bites of information. We could have scientists and engineers explain how they use IT in a mix of presentation and demo feeds. He will get in touch with Ms. Harer. Mr. Paller:  Very short pieces could be presented.

· Dr. Smarr:  One reason to go to a conference is to see products, so it is important that display area, including for interactive equipment, be sufficient. A vast number of science and engineering projects depend on IT, but IT people have no ready way to know where the immediate progress is being made. A call for awards can be informative. Ms. Harper: NASA’s awards program is open to contractors. Maybe we need to look at something broader, e.g., IT innovation. Dr. Smarr:  The next topic would be the mix between mission and IT people. Mr. Paller noted that conferences are for users to talk to users. 

· Ms. Harper:  Ms. Cureton wants to have the next Summit at Kennedy Space Flight Center, a Center most impacted by reduction in force. Dr. Smarr summarized the situation as they are not being prevented from engaging; they just can’t spend any money doing it.

· Ms. Harper assured Dr. Grossman that they are being careful to adhere to guidance from the General Counsel. Approvals on conferences differ, but they have done well in the preplanning and wrap-up phases and have been fiscally responsible and accountable. They are doing due diligence with follow-up.

· Dr. Grossman thought a theme for the next IT Summit should include coping with the zero budget—successful ways to reduce cost and increase capabilities; interesting challenges to do more with less. Furthermore, a push should be made for education in IT next year.

· Dr. Smarr:  The trouble with reengineering is that without also reengineering the business structure, no savings can be gained. Agile development techniques are much needed.

Preparation of Draft NAC Recommendations—Members

Dr. Smarr:  There was no FACA meeting before the August NAC meeting, so ITIC could give no recommendations. Issues for consideration are:  information security, Cloud computing, big data, high-performance network, and strategic planning and architecture for Goddard’s IT. These would include:  new tools for collaboration; virtual institutes at AMES; rapid change in the commercial sector, e.g., Google Hangouts, that offer opportunities for collaboration; Goddard’s link with Scripps; work over the last few years with JPL and Mars Rover from California Institute for Telecommunications and Information (Calit2); both desktop shared-internet level and a high-end collaborative level for real work at NASA; and data storage. 

Cloud

The basis of Clouds is about putting cores over spindles. These can be co-located in storage. GPUs provide 100 times the speed. Data-intensive computing is driven by analysis or simulation coupled by data. HPC is driven by data needs rather than simulations for their own sake. One approach would be to formulate questions for NASA and form a recommendation around that, e.g., Is the Cloud deployment model appropriate, and for what? Nebula provides an opportunity for a new standard of security. Could NASA be a leader in science Clouds? Places such as Goddard have large datasets, but commercial Clouds are prepared for many users of less data, not a few users of more data. Design and implementation of a science Cloud across the Centers could be a focal point, the ability to scale the forecast model is a real breakthrough, e.g., Marshall’s short-term weather prediction; SPoRT identified the damage track from Tuscaloosa tornado. A talk about this from the science user’s perspective would be good, e.g., the WISE mission was powered by Nebula.

· Ask them to describe the negatives of not using Cloud—added time used, CPU, or scale of the elasticity. 

· Dr. Grossman:  Clouds differ in scale, and talks to date have been at such a small scale that they don’t count.

· Elasticity in the Cloud allows it to grab needed CPUs producing faster results than waiting for the fastest method.

· Dr. Smarr:  Because WISE contains so much data, we can go from hundreds of galaxies to thousands to hundreds of thousands. Dr. Grossman was concerned that the investment be sufficient; only limited things can be learned from one container. 

· Having large RAM is a big help. 

· Cloud can also offload work from Pleiades, which would allow scientists to do other things.

Cyber-security at NASA

The work plan for FY2012 calls for:  examining the ongoing and planned efforts of the IT infrastructure and mission areas, including best practices; the state of NASA’s software and infrastructure support for collaborating teams; and recommended areas of disruptive technology where NASA needs to be prototyping innovative systems that may require major changes in established IT procedures, processes, and acquisitions. The areas of disruptive technology are encapsulated in much of our ongoing discussion.

· Mr. Paller:  Security is perceived as disruptive because the procedure occurs at the gate. The concept of Cloud enables you to engage security at the beginning, but manage it the old way. The compliance side must be altered. How do we enable innovation?

· Dr. Grossman:  Unless we phrase the discussion in a time of shrinking budgets as an opportunity for change, it will not work. We cannot continue business as usual, and transition is tricky. Managing transition to innovative things in a time of declining budgets requires strong leadership.

· Additional best bets will not be enough. We need to say, we’ll do computing in the Cloud for particular purposes.

· A variety of Windows systems will be used.

· The language of this Agency is missions, and that is important for the future of this Agency—it’s a survival issue. 

· IT must be coupled with a science mission, e.g., the Mars Lander will be the Mars project.

· Karen saw the importance of getting buy-in from the Office of the Chief Engineer (OCE) of the Agency. The Agency is set up so that 95% of the IT budget is owned by the Chief Engineer, not IT.

· Security is not the enemy of innovation, and without both security and innovation, we will not survive. We have to innovate the security within something. Mr. Paller:  We have to prove to Chief Engineer Mike Ryschkewitsch that ITIC is not a “wet blanket.”  “Frugal innovations” is a concept. Dr. Smarr suggested a fact-finding mission with Mike Ryschkewitsch; meeting with the Chief Engineer first would let that office drive the initiative.

· “Frugal innovation” coupled with “agile development” is important. Unless you fail early and often, you cannot be frugal and innovative. Frugal innovation requires agile development, and science missions have to buy into IT.

· Dr. Grossman: NASA worked with the National Security Agency (NSA) to develop CRAY, and in HPC, NASA, DoD, and DoE worked together. How can NASA do the right things in the Cloud at the scale in which they are operating? The issue could be about scale. On the other hand, working with other agencies is itself an issue. The same discussion was entertained regarding HPC. And, DoE and NASA are in the same position so, it is worth revisiting the model that worked for HPC.

· The idea that the National Virtual Observatory was put outside the fence so the public could create products with this tool is relevant. In fact, the concept that NASA should put data where the public can use it in the Cloud is a force-enhancer.

· Local locators are involved, e.g., more than 80 archaeological sites in Mongolia were discovered. It is also important to remember that many comets were discovered by amateur astronomers.

· Pat Gary implemented into the science building 10 gigabytes and tried to take it into the lag. We need to include analysis of current network activity, or people will analyze it for you. In fact you can’t write a grant without showing that link. 
· Karen added the issue of agencies having to spend their allotted money by the end of the current fiscal year. 

· All science is done in virtual applications. After several years, the cost to run a given amount of science drops according to Moore’s law. Today, the missions are being starved for IT over time. We need a business model to describe this. There are abstractions (e.g., required rights to IT, that apply to the general structure where a particular structure is used for particular applications). You can’t just say, we should buy a rack and throw applications at it. 

· Dr. Smarr:  ITIC is understaffed to construct a recommendation regarding examination of NASA’s data and communications environment for its aerospace operations. Mr. Paller thought the answer to security could be making it part of the operations environment, part of the Command and Control Operations. 

· The future is here; it’s just not evenly distributed. 

· NASA is ripe with innovation in a very dilute way; we need a way to identify innovators, e.g., awards. Then we can get from the innovation state to the widely used state. 

· AMES has lessons learned from their experience establishing virtual institutes, but they are not being used.

· The Agency spends $1.4B on IT, 95% of which is controlled by the Chief Engineer; therefore ITIC should brief him in addition to the CIO. 

· Most mission projects are funded from HQ directly. The Center Director has more control over the CM&O budget. 

Examine the role of OCIO, strategic plans and project resources and IT governance across NASA. NASA IT organizational review

Dr. Holmes and Ms. Chrapaty were working on making a recommendation on how IT infrastructure should be managed at NASA and identifying deficiencies and opportunities for improvement and innovation. People should not be just specialists in IT, but people who work closely with end users, so they can translate IT policy to the end user. That would address what makes NASA special—its missions and applications, its data. This comes back to not just being pure IT, but having people who work closely with those who will benefit. That synergy does not currently exist and it is a huge problem. It requires the buy-in of the Chief Engineer. ITIC has more work to do on this recommendation.

Conclusions

1. The ITIC will brief NAC on four areas. Dr. Smarr wants to take the work plan as outlined of the next talk to NAC, but with recommendations under each area. 

2. Mr. Paller recommended that NASA find 10 key innovations that are the model for the future within the 4 categories:  collaboration, big data, Cloud, and get knowledge of them to operational chiefs including the Chief Engineer. Report on real workers having used innovations rather than telling real workers what they should do. Ask the Chief Engineer and the Chief Technologist to judge the applicants for awards. 
3. Dr. Szalay and Dr. Grossman will draft a one-sentence recommendation on virtual applications appropriate for Cloud users.

4. Mr. Paller will draft a revised recommendation regarding NASA’s data and communications environment for its aerospace operations, incorporating security into the Command and Control Operations.

5. Investigate the state of NASA’s HPN, HPC, and visualization systems, as well as data-intensive computing and storage systems.

6. Examine NASA’s data communications environment for its aerospace operations and point out areas in need of attention to improve efficiency and reliability. 

7. Mike Little, who runs SMD evaluation, will be invited to speak to ITIC.

8. ITIC will meet with the Chief Engineer.

The ITIC FACA section of the meeting adjourned at 12:15 p.m. Committee members reconvened at 1:15 p.m. for the non-FACA section.

