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Call to Order/Remarks/Announcements—Ms. Karen Harper & Dr. Larry Smarr

Dr. Smarr opened the meeting at 8:35 a.m, reported on yesterday’s fact-finding trip to Johns Hopkins University, and discussed today’s agenda. The majority of the time allotted will be spent refining recommendations for the NAC meeting Friday. He then introduced Dr. Steven Squyres. 

Remarks/Future Mission Data Needs—Dr. Steven Squyres

Dr. Squyres thanked everyone for serving on the committee.  NASA is acknowledged as the best in the world for many of the things it does, but not so much for IT, and this committee is much needed.  As Chair of the Council, Dr. Squyres works for Administrator Bolden, but also for the committee chairs.  Real knowledge exists at the committee level, and he wants to ensure that committee members have everything they need to do their job.  The committees’ recommendations should go to the Administrator, and Dr. Squyres believes that something is wrong with this structure if the NAC serves as a high-density filter between the committees and the Administrator. He wants members to trust the Council to get their recommendations to the Administrator, and at the same time he wants to trust that the recommendations brought forward are worthy of the Administrator’s attention.

Formerly, all committee members served on a single committee, which allowed for valuable cross-talk, but was unwieldy.  We could, however, retain the benefit of that interdisciplinary committee membership by having intelligently selected pairings of committees meet together from time to time to allow this cross-talk. We have the flexibility to do that.

Formal recommendations have to go up and down the chain via the FACA process, but that should not interfere with communication, e.g., a meeting with the Science Mission Directorate (SMD) would be useful; in fact, Dr. Wesley Huntress, former Associate Administrator for SMD, will be here with his committee this afternoon. Friday the NAC will discuss setting up coordinated committee meetings.  Dr. Squyres encouraged members to let him know if there is anything he can facilitate.

· Dr. Smarr thought having committee meetings the same week as the NAC meeting would make it easier for members. Dr. Squyres agreed. The NAC has reduced the number of meetings from four to three annually.  All committees need not meet together, only the ones where groupings and pairings make sense.  Furthermore, Dr. Squyres promised not to micro-manage these committees.  He believes in picking the right people and then standing back so they can do their work.

· Dr. Smarr noted, and Ms. Harper confirmed, that this committee lost four members over the last year, and with three people remaining, it is understaffed. He sent the former NAC Chair a list of candidates to replace them; they especially need leaders in security. Dr. Squyres has that email and will take it to the next step. Dr. Smarr added that many knowledgeable people don’t know NASA from the inside, so when people from industry do learn about NASA, it pays dividends in generating advocates for the Agency.

· Dr. Smarr briefed the NAC last August on the committee findings on four emerging areas:  distribution of collaboration; data-intensive needs for emerging big data; cyber-infrastructure, e.g., clouds and GPU farms; and cyber security. Many codes are not ready, and much training is needed. Collaboration is important, but the bigger issues concern underlying infrastructures. Dr. Smarr has compiled a table comparing NASA, DoD, non-Agency, and industry involvement in stewardship, software, and hardware. In sum, the ITIC has prepared the way to generate findings and recommendations.

· Dr. Smarr:  NASA gets data and keeps it forever, e.g., for the Hubble Space Telescope, half the publications come from outside the team by people who mine the data. Stewardship means making sure the data are available and up to date. Dr. Squyres agreed that NASA always seems to be “fighting the last war.” Dr. Szalay added that for James Webb Space Telescope (JWST), $8M is budgeted for data management on an $80B project, and no money has been distributed yet. 
Dr. Holmes said that’s the type of thing the ITIC wants to take on with the Science Committee. 

· Dr. Smarr:  Instead of building highways and hoping someone will use them, we should first establish criteria for those highways. What has emerged over the last few years is a much broader distributed set of instruments, along with the emerging need for a parallel and accepted form of shared internet, and big data equipment that can handle this. Formerly, the government did things first and it trickled down to the community—that is gone forever. The data infrastructure that Google or Amazon provides add an estimated 1M cores per year; how many does NASA add? The global market of a billion cell phones sold per year is another example. Google has 20,000 of the world’s best engineers doing this, and the notion that NASA can generate this data infrastructure alone is not realistic. There are a few spots in NASA where things are being prototyped well, e.g., NASA–Ames and JPL are among the most forward-looking on cloud, and the Herr data site. To achieve that more NASA-wide, we need closer coupling between the technology and the applications people, i.e., between SMD and the Office of Strategic Defense Initiative (SDI). 

Industry missions own the data building at Stanford, not NASA. The NASA community needs a plan for a big data cyber infrastructure. But, first we have to know where data are and the connectivity among them all. If the infrastructure is not architected for the size, you can’t do the science. That would drive more collaboration among technology planners and others. As seen in biology and many other fields, data analytics in clouds has developed enormously.

To Dr. Squyres’ question, Dr. Smarr said the committee does anticipate a recommendation on this issue. Dr. Squyres observed that while it is good to praise the Agency when they do something well, Administrator Bolden does not want a committee of cheerleaders; he needs to know where work is needed. Recommendations should be specific and actionable, and the more specific about what the Agency can do, the better.

· Dr. Smarr:  This year, ITIC, with SMD and IT, would like to audit where these data sites are. This budget-constrained environment offers the opportunity from an architectural point of view to make things more cost effective and efficient. Because every part of a satellite has been paid for, paper work exists on it, but people tend not to think of this as an interesting architectural project. Gene analysts face the same problems as solar researchers. Everyone has come to trust Google because it is the most advanced cyber infrastructure built, and NASA should be able to do something. He wants NASA to see things that are really pretty simple, but tend to get lost in the weeds of bureaucracy. Dr. Holmes:  We can do a top-down perspective. 
Dr. Squyres agreed that simply describing and characterizing the issue would be a good start.

· Dr. Smarr:  Networks are growing from 10G to 100G, and this is important for a number of issues. DoE recently received a grant to build out, but NSF and NASA have nothing in that area, and that makes it a real opportunity for cross-collaboration. (Dr. Smarr also sits on advisory boards for DoE and NSF.) They want to find out how you use this; what’s the disruptive change. An end-user program provides incentives to use this. It will help DoE figure out what its capital investment will be good for. Everybody realizes that with tighter budgets, collaboration is encouraged. Internet II does not imply that NASA should go do it, but that NASA should talk to those who are doing it, and then get key people trained on new technologies. 

Finally, the area of computing (after several decades of getting faster) is moving into a period where clock cycles have peaked. It’s the same issue as with the Cray 25 years ago. GPU, driven by computer gaming, have become major computational competitors. NASA has no big GPU farms, as do DoE and NSF. 

With high-performance computing (HPC) itself, as we move toward the next generation, we are moving to the exo-scale and a 1B-core machine (currently the biggest are 200,000), and this is necessitating change of every aspect of the machinery. It is false to assume that every year a computer will run faster without doing anything; in the 21st century, the computer user will have to do something. NASA has Ames for HPC hardware, architecture, and training components. Sharing knowledge is a mandatory mode, so we have to think through how we structure that support. Dr. Szalay:  NASA used to have a fairly advanced grounds program related to the skills and to capturing innovation, but the staff retired and the program was zeroed out. 

· Dr. Smarr:  It is hard to wrap this sort of concern into a recommendation. It’s sort of a recommendation on steps necessary to harvest innovation. Innovation happens whether NASA takes advantage of it or not. So, our question is how we harvest it so NASA profits. Dr. Squyres:  And in a world where budget is decreasing, we have to look at where it makes sense for NASA to have its own and where to collaborate.

· Dr. Squyres reiterated that he is willing to facilitate committee work, and he will begin with ITIC membership.

ITIC Recommendations Discussion—Members

· Dr. Smarr will present recommendations and findings on Friday morning (March 9). He expects material from Tsengdar Lee, HPC Program Manager, and from Langley. He wants a slide on scientific publications from Hubble data, and stack graphs that show that >50% of scientific publications have been produced by people who are not part of Hubble’s principal investigator (PI) team. To maximize scientific output of NASA’s investment, it is important that the research community have good access to results of missions, i.e., the data. The number of people who are using the data who are not researchers (those in education or outreach) account for a large fraction of access. 
Dr. Szalay added that the images have an audience of some 300,000 people; he will send an illustrative slide to Dr. Smarr. Dr. Holmes:  This is an example of what’s happened across NASA science; non-PI teams are publishing papers by mining data. We might be able to quantify this.

· Dr. Smarr:  Pattern-recognition software is available, but the human brain is better. An example is crowd sourcing in which, with National Geographic, they tried to locate the tomb of Genghis Kahn in a forbidden region in Mongolia. They asked the internet audience to pick an area of satellite photos and find anything that did not look natural. The audience of some 10s to 100s of thousands tagged 1M spots from which they found 80 archaeological sites previously unknown. They then convinced the Mongolian government to allow access to the sites to document (but not excavate) them. This is similar to what NASA is doing with Moon craters. Dr. Holmes added the example of Maya sites in Central America. Crowd sourcing is a new kind of public science, which provides new and a great deal of public support that wouldn’t otherwise exist. People feel committed. NASA has to find a way to cope with innovations that are not coming from NASA. In social networks, it is popular for young people to tag areas of photos, so they already know how to do this. This is new software and social abilities that did not exist even 5 years ago. Dr. Szalay saw it as another disruptive change. In Earth science, virtual Google Earth is incredibly popular. Dr. Smarr  added that it has cyber-infrastructure implications for NASA. 
Finding:  Non-NASA Date Use

Increasingly, there are science and outreach modes not funded or thought about under the specific mission requirements. Now, if we have an instrument on a satellite, people ensure that you have what you need to do that, but overlooked are the people who are not part of that team. Furthermore, the haloes around the PI core are not necessarily funded. 
This is a 3-tier thing—PI, researchers, and the public. What is the scalability, the robustness, and the architecture underlying this? This is a growing, growing area, and it seems to be an emerging area to look at. Now it’s ad hoc. It is different from what we also say for the research. Dr. Holmes:  First we need to identify where the data are:  2 sets of architecture are needed, which are driven by the same data accumulating from the missions. 

· Dr. Szalay:  At least in the first years, Galaxy or Moon Zoo were funded on a voluntary basis; then a dot.com trust funded them. Recently they got a few small grants, then they were funded by industry and private foundations, and then by NSF. Dr. Smarr:  This is leveraging NASA dollars to get more dollars and to get more science. It fulfills NASA’s budget requirements for outreach and public relations. But, Dr. Szalay noted, the people who developed the zoo are very different from the usual image viewers—they’re in it for the thrill of discovery. 

· Dr. Smarr:  Public relations and education people use images or datasets from NASA missions. The Space Telescope Science Institute has been fantastic at creating a cultural demand for Hubble images, especially rover images (JPL), but citizen’s expect to go to NASA’s web site and find cool images. Data and interfaces are no longer one-size-fits-all. There’s the general research community, and the outreach and education community, and they each require a different level of interface. Certain components of NASA understand this and are at the leading edge in getting new apps in place for NASA images accurately, e.g., solar flare images an hour after they occur. This response takes the commitment of a group. Dr. Holmes:  Each group has its own success stories, but what is not appreciated is the infrastructure that enables these successful publications outreach examples. 

· Dr. Smarr wants a slide of NASA-related SmartPhone apps. Dr. Szalay:  Galaxy is about to be transferred to a satellite, and they would like to make Galaxy photos available to the public so people can feel a part of pointing the satellite. The design of the site is in progress.

· Dr. Smarr:  A consistent component of cyber structure is going forward for the SMD mission, yet its software and hardware substantiation is different. Are the multiple layers of interface being thought through for any mission? Dr. Szalay:  It inherently relies on IT.

· Dr. Smarr asked Gerald Smith, SMD, for feedback:  The Enrichment Management Division is in charge of outreach, and that is coordinated with the mission. Dr. Holmes:  So it comes to the underlying infrastructure that facilitates putting out nifty apps for the public. Dr. Smith added that that would be more true of other directorates than SMD. Dr. Holmes:  NASA offers more than 200 apps on the iPhone app store, but not all are NASA apps. How do you get the fundamental information in an efficient manner?

· Dr. Smarr thought the Office of the Chief Technologist might be a good source of information. Dr. Holmes:  Mason Peck (a mechanical engineer from Cornell) is the Agency’s Chief Technologist. A year ago,  they were focusing on new technology in human space flight; Dr. Peck, e.g., has invented a microchip-size spacecraft that has flown on the Shuttle. Dr. Holmes hasn’t seen that they dabbled in the research area.

Recommendation:  Cross-Agency Collaboration 
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· Dr. Smarr:  Japan’s GEOportal has been described as a portal into the Earth data. NASA Cloud experiments include the Testbed, under HPC at Ames, and Nebula. Complementary to HPC are real time, not tightly coupled, and elastic scalability. From the SMD point of view and that of the people who use HPC, the software changes required to make use of the system are much more challenging than in the last 10 years or so. A Nebula experiment gave SMD uses for it, but as we move beyond Nebula to the Testbed, how much is built in-house, and how much at Amazon? How do we deal with Amazon, e.g., in California and Washington, they had 10GB dedicated to Amazon, but there are internal barriers—it is not set up for a science base. A public–private partnership could become Amazon’s and others’ new focus. NASA data can now reach citizens over SmartPhones at a time when all missions are working on how to get their data to the public.

Given that this NAC director is new, Dr. Smarr is inclined to take fewer recommendations forward, and see what happens. He wants to be sure recommendations will be acted on. Maybe the committee should start with SMD-driven data areas, which are now pressing. Dr. Smarr favors recommending collaboration, but he worries about dilution of the message, since he will be given little time. Maybe he should focus on one issue at a time. Certainly, the Administrator will want to know the #1 issue. Data-intensive brings into play network, computing, storage, and access.

· At the last NAC presentation, Dr. Smarr showed slides of the Solar mission, and he can refer back to these slides as a university data center,  one of a few dozen across NASA. 

· Dr. Holmes:  We see bottom-up to building distributed capability, but there needs to be a top-down push to promote that across the board. Seed money to help that get started would be useful. And, other groups need to start doing this.

· Dr. Smarr:  This is moving so fast. We’re still on the ess side of the curve, e.g., Google Hang-out is less than 9 months old and it’s free. Dr. Holmes:  A collaborative effort in the physics community that promotes joint analysis, observation, etc. started a few years ago totally ad hoc. This should be recognized and promoted as a way to go. The NASA Ames Virtual Institute is leading the way in the rise of data-intensive computing. Meanwhile, the NASA engineering office remains stove-piped. 

· Dr. Smarr:  We need to survey computer-intensive data processing—how many, how much data, computing power, GPU speeding up, data-driven simulations (use of high-resolution data from SMD instruments)—driving many simulations, cloud (appropriateness, who’s building, security). Dr. Szalay:  Big data are already here, and there are more to come. We are increasingly unable to move it or use it. Petabytes are in the air now.

· Dr. Smarr:  SMD generates big data:  Helio generates 1PB per year now, and JWST will generate a PB over 10 years; Earth science data generate several petabytes; and Hubble is now at 0.6PB. We need a study coupling the Office of Cyber Infrastructure (OCI) and SMD to determine where all the mission data centers are, e.g., Planetary LRO, MRO, and the connectivity between them; collocating data and computer. Commercial clouds are not designed for big science data. All agencies are looking at the science cloud issue. The Wide-field Infrared Survey Explorer (WISE) mission is powered by Nebula; users can do much more with Nebula than locally.

Finding:  Cyber Security

We’re in transition with people leaving the committee and new ones coming on. One approach is to set up 3 circles of the PI, researchers, and the public, and add apps. All are coming out of the same data. What underlying infrastructure makes that easy? The more popular, the more hits. But, the security issues are different. 

· Dr. Holmes:  Redundancy, isolation, and security issues are all involved in science data. This is different from financial data or programmatic data. Dr. Smarr:  We wouldn’t want Anonymous to decide NASA has done something evil and inflict a “denial of service attack.” Dr. Holmes:  NASA fends off these attacks routinely.

· Dr. Smarr:  We should give 3-level examples for Hubble and Solar. A Hubble app could be the astronomy image of the day. Take Stanford as an example:  we assume they have regular internet connection. Dr. Holmes:  It’s a distributed system; the primary source is the Joint Science Operations Center (JSOC), but other systems are being set up in Europe and Japan to share the burden. Nevertheless, it is not 100% redundant. They started out with a trunk line running from Ames to Palo Alto, and they are buying commercial interface now. 

· Dr. Smarr will meet with the Chief Scientist at 12:30.

· Barry Geldzahler, Chief Scientist for Space Communications and Navigation (SCaN), introduced himself. He was concerned about the Deep Space Network (DSN) and its capacity as we move to more data-intensive missions. DSN is “heavily contrived,” and a study about expanding its capacity is underway, but there has been no decision to do that yet.

· Dr. Geldzahler:  They installed a Ka-band to overcome problems in moving data around in the DSN (which has small pipes and small routers) and they are looking into DSN’s real needs. The budget implies decreasing programs. Most missions will be extended, but there will be no new ones. How many antennas does one agency really need? They will have terabytes per sec between the internets, but they have to pay for the lines. The Planetary Group is undergoing a senior review. They never had a level-1 requirement for standard missions. The rest comes down to planners and designers  (Ed Grazak is planning for them) who will prioritize what we are willing to do or do without. Those sorts of trades could alleviate the problem. 

· Dr. Holmes:  If only one piece of equipment can communicate with Voyager 2, that program is not sustainable. Dr. Geldzahler:  NASA is not using alternative means. We want to build new ones, whereas by renting the equipment, perhaps from Australia’s Commonwealth Scientific and Industrial Research Organisation (CSIRO), we could get information for 7 years. It can be used in a cost-effective manner, but NASA has not done that. Being able to move the data around is necessary, but the routers at JPL are limited to 10MB or so per second, and overseas trunks are a problem. Dr. Holmes:  CSIRO put an institutional LAN at JPL, so they may be in better shape. Dr. Geldzahler said CSIRO has 3 sites:  California, Australia, and Spain (near Madrid). Dr. Smarr:  This is an international asset. If they’re putting dedicated fiber into every home, surely adding one site would not be out of the questions. Dr. Geldzahler:  A 10-GB line goes from Adelaide to Perth. There are 2 parts to the line:  Canberra to the water, and then across the water.
· Dr. Smarr and Dr. Holmes thought ITIC should ask for a formal briefing on the DSN, focusing on the data infrastructure, including command and control. 

· Dr. Smarr:  Synthesis is another issue that should be looked at, particularly as the technology is moving. Dr. Geldzahler:  The DSN could disappear. It represents a square kilometer of radar, and the cost may be higher than thought. However, some antennas could be repurposed. Deep space now has 32, and near Earth, about 26. Atacama Large Millimeter/submillimeter Array (ALMA) and the Square Kilometer Array (SKA) have intensive data requirements with 12-m to 35-m dishes. ITIC needs a briefing on this, too.

· Dr. Geldzahler:  We have demonstrated that we can use the array to send commands to deep space via GEO and Ku-band, and that we can compensate for atmospheric fluctuations in real time. X-band is interesting, but Ka-band will be crucial. For X-band, they waited for a tropical depression, turned on compensation, and it worked. Ka-band has implications for near things because it detects information to 4 cm vs 4 km. Dr. Smarr:  With that technology we are architecturally reimaging the problem you want to solve and analyzing what capabilities your equipment has. It yields new and innovative ways to solve problems. 
Dr. Geldzahler:  We are now focused on radar.

· Dr. Smarr:  The International Science Foundation (ISF) uses an absurdly small amount of bandwidth. Most people have no idea that people have been continuously in space for 10 years, and that space science did not stop with the Shuttle.

· Dr. Geldzahler suggested asking Jason Crusan, Chief Technologist, to make a presentation to ITIC. Dr. Smarr:  The notion of data-intensive telecommunication activity at NASA needs to be given more exposure to get to new ways of thinking.

· Dr. Geldzahler:  But, we can’t analyze the data we have now because we look at it improperly. The data need to be sorted and prioritized. They need a 25.5- to 27-GHz IPU, and 1 GHz for the database. Near Earth requirements are the same as for the ground network. For deep space we capture 6MB per second. The limitation is on the spacecraft—even in spacecraft, we need to get rid of 50-year-old technology. NASA tends not to use new things because project managers aren’t versed in using them.

· Dr. Szalay worried about data errors incurred when processing on board, although Martin Horwitz did so for his work on laser beams, etc. 
Dr. Geldzahler:  LADI is supposed to be replaced by another program in laser development. They are trying to line up ground stations. But, it’s all near Earth stuff with nothing in the pipeline to do with space. JPL claims to be ready for a flight terminal. In the end, they carry both optical and radio. Ka-band lowers the data rate, but incurs questions of human safety etc. Different pieces of information within the last decade all point in the same direction.

Open Discussion—Members

· Ms. Harper:  The terms of reference in the charter need to be updated. According to the current terms of reference, the committee will meet 3 times per year. As of the last few days, only findings and draft recommendations should be reported to the NAC—no observations. There is latitude to form technical working groups. Dr. Smarr noted that that’s the only way the committee can start penetrating some of these issues. 

· Ms. Cureton:  The Avionics Subcommittee is still on the web site although it has been disbanded; she will have it removed. She has made changes to the ITIC section on the web site. Dr. Holmes noted that other committees have their presentations on the site; Ms. Cureton is in the process of updating the site and presentations will be available there.

· Ms. Harper received no response to the draft minutes of last meeting; she will resend them with a deadline, after which she can assume consent and post them. 

· As for ITIC membership, Ms. Harper is waiting for disclosure forms for 
Mark Boster and Mark Forman; then their application material will go to the Administrator for approval. Ms. Harper gave committee members their reappointment letters. Dr. Smarr will work through Dr. Squyres, but mention committee membership to Diane Rausch. 

· Dr. Smarr invited interested members to join him at the 12:30 meeting with Dr. Huntress, former AA for SMD.

· Dr. Smarr may ask Dr. Geldzahler, the Chief Scientist, to speak to the ITIC. 
Dr. Holmes proposed science data operations as a future topic, and he wants a briefing on future technologies for deep space.

· Next meeting:  Ms. Harper hasn’t seen a posting for the NAC meeting schedule yet.  ITIC might meet at JPL. 

· Dr. Smarr invited the public to comment; no one did, and he adjourned the meeting at 11:40 a.m.
