Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
If the members will take their seats we will begin the afternoon session.  I apologize for being a little bit late getting back, we had a few things to take care off.  We will pick up the afternoon and continue the discussion of Constellation…, who will be first briefer this afternoon?   Steve, are you the first briefer this afternoon?  

Stephan Davis – Deputy Manager Ares I-X  – Mission Management Office

Okay, let’s bring up the first chart please.  Next chart, so we’ve got a just a couple of wrap topics for the panel to hear, we will talk through progress we have been making on our key risks, or risk mitigation activities.  Dr. John Hutt whose our chief Engineer for overall vehicle integration, will walk you through that.  We will walk you through that, we will talk about the development of flight test of Ares I-X and give you an overview of Ares V, where we stand with that and its capabilities and some options and then I will wrap it up with a short summary.  So with that…, Dr. Hutt.

Dr. John Hutt - Ares I Vehicle Integration - Chief Engineer
Okay, thank you very much.  Good afternoon everybody.  We are back from lunch and ready to go.  Before I jump in, I just want everybody to know how much I appreciate this opportunity to come and talk to the committee on the technical issues.  I really appreciate from the role I have in engineering to come and sort of spearhead the effort and speak for engineering on what we do to drive out these technical issues and go resolve them.  So with that, the first chart, a lot of discussion today about the technical risk of this development of Ares I today, good conversation and just to continue on that theme of launch vehicle development, we all know we are building high energy systems with limited margins.  We know we are going to have technical challenges.  Each vehicle we build has unique technical challenges and we are set up in our organization to go off and work those.  We do that through a rigorous risk management system approach were we identify these risks, set up mitigation plans and put resources on the problems.  What I am going to give you today is a quick snapshot, the big technical challenge is this 15 minutes, a quick snapshot of where we are today on our issues and if you talk to me in a month on what is on the radar screen, I think it is going to change quite a bit.  In fact, some of these to my mind are ready to fall off.  We are going to talk through first stage thrust oscillation.  You all heard quite a bit about that.  I will give you a quick status of where we are on that.  The liftoff clearance issue, you have probably heard something about that which is primarily driven by the availability of requirements so we will tell you where we are on that, separation system power shock, well taught-cept (ph) systems.  We all know launch vehicles, the separation system is something we have to be very careful about because it is so easy to get into problems there and we will talk later of others.  We will talk of the vibro-acoustics problem which has been mentioned a couple of times earlier today and where we are on that problem which is probably where my key focus area is right now from our engineering focus.  And we will talk about payload mass performance, particularly this area we will talk because of the fact that fixing all these other problems tends to impact mass performance.  That is from a performance standpoint how we pay for those problems.  And again, we expect to be retiring these and new ones will pop up so I will show you where we are.  

Okay, next chart please.

Thrust oscillation.  In order to kind of reap the benefits of this vehicle configuration, we gave ourselves one challenge that had to get to work.  We put the solid motor in line with the vehicle structure so now we have an acoustic resonator if you will in line with a flexible structure, classic dynamics problem.  So we have go to go address that problem and the real technical challenge here from my perspective is not the structural limits of the vehicle.  It is not the crew health limits we have talked about.  Those are very easy to get to limits where we do not have a problem.  The issue is when we, in certain parts of the burn, the modes get very close.  We can get on resonance and we potentially have issues with oscillations that affects the crew situation awareness, their ability to read displays, operate and do the functions that they need and actually they are very sensitive to that and they need very low levels.  A lot of ways to solve the problem.  We have got a host of solutions.  Our engineers love this problem actually because we keep finding different ways to solve this problem but we are trying to get to the simplest solution and what we have chosen to do, the simplest way to work the problem is to simply de-tune it, get the forcing function and the response frequencies away from each other, separate the frequencies.  That is what we have chosen to do.  

So next chart.

A lot of information on this chart but the point here is back in June, we met with the program, selected the baseline, relatively simple baseline of a spring in the middle of the vehicle and one below Orion.  We were working the analysis of this system in parallel with the crew, doing testing to really kind of hone in on exactly where those sensitivity limits were for their situational awareness.  We all came together and looked at where we were from the ability of that system and where we were from our recommended requirements.  Well, the recommended requirements of 0.21 g root mean square averaging for the oscillation on a 0.7 g peak.  When we looked at our system being compared to that, they wanted that to be able to meet with a 
3-sigma equivalent of 99.86% probability.  Our initial analysis showed we could get to a 93.8% probability with the current structure as we know it now, which is evolving by the way.  One of the issues that we worked was a dynamic response of the vehicle will evolve.  So also we are looking at structural change that we could do and say well, this is a good place to set our baseline design and then start looking at some of the changes Orion could do on their side to drive that probability up to 99.86% and also will be refining our models.  Well, we have done model refinement since then and actually the 93.8%, is already up to 95.4%, before we had done any structural changes.  So this design is progressing.  It is a relatively simple design because we are essentially putting springs in at the interface.  Now the interface designer said well, that is not so simple of course but its design work and it is very doable and we have concepts in place.  

So, next chart if you will.

Now, in the event we do not get there, to get ourselves comfortable, we have got limits that we can come to closure with the crew officing and get the requirements so we can solidly lock down.  We have a number of other solutions and you have heard about LOX damper which has been mentioned earlier, we really like this solution.  It is a very robust solution.  It is very simple.  It does a lot for us from the standpoint of de-tuning and absorbing, using the mass of the propellant tank.  It is a very elegant solution that we think we like it a lot.  The issue is to do the prudent work here.  It was a very low TRL when we started.  It was rapidly going up the TRL curve.  We would like to get there as soon as possible.  Our engineering team loves the solution.  It is very powerful.  Also, we have had for some time an active system that basically does force cancellation and totally wipes out or essentially wipes out the forcing function which is there and we are just trying to avoid the cost and complexity of the implementation but very feasible design.  So we feel that we have got a host of ways to solve this problem.  We are trying to get the simplest, least impact to the program solution.  So from a technical standpoint, I think we have this problem well in hand.  

Okay, next chart.

Lift off clearance.  When we started, our initial trajectory profile was to liftoff the vehicle essentially straight up and go into active control once we clear the stand.  Well, our requirement was to do this with 34 knot winds blowing from the south into the stand.  Well, in some of our probabilistic cases, that showed re-contact with the stand, not uncommon for vehicles that have to deal with this problem.  The 34 knot wind is pretty unique to us.  We are trying to get as much availability as we can out of the system.  Well, from very simple fixes of doing command biasing and turning active controls as soon as we get out of the hole, we were able to fix these problems and meet all our re-contact requirements.  So re-contact in my mind is not a significant issue.  What remains to be worked now is as we fly the vehicle out, we have got to look out the plume impact on the stand so we do not do enough damage to the stand so it affects our ability to re-fly so now we are going into the mode of looking carefully on where the limits will be on stand damage from the plume.  The 34-knot wind is still a concern and I suspect we will probably wind up placarding winds from that one direction from the south so that we do not have to do so much fly-off biasing that we damage the tower.  We have looked at the amount of placarding that it takes to be able to prevent plume damage and it looks like it is actually going to be a minor impact to overall launch availability so I do not see this problem as that significant of a concern.  And it is mainly here on my mind because it appears to be a significant concern, in my mind it is not that really, okay?  

Next chart.

Separation system power shock.  We have done extensive work on our separation system for this vehicle, a great deal of analysis to ensure that we get clean separation.  In fact, we have had an independent study performed by Aerospace Corp in fact and basically they agreed with our basic results.  We have a robust separation system overall concept design.  The issue that it did drive us to is because of packaging constraints on avionics, we had a very linear shaped charge to ensure we got a very clean separation.  One thing we have to be clean if we do not hang up when we separate.  So we had a very large charge, initial analysis to ensure that we separated the system and in the near field, we had avionics boxes, seeing very high g-load shocks from that, unacceptable g-load shocks from the standpoint of what we could practically qualify for avionics.  Just recently, I think it was in the last two weeks, we have changed that design to a frangible joint design using, it is now I think, 30 grains per linear foot frangible joint which also has a much lower shot load.  So the shock load to the avionics boxes is now more than an order of magnitude lower than it was in the previous design, well below where we see historical issues with shock loads on avionics components.  So I think essentially have got the only open issue here from fully retiring this is getting that design material for frangible joints up to where it was for the linear shaped chart.  

Okay, next.

Okay, vibroacoustics issue.  This is one where we have got a lot of focused effort on right now.  This one is going to be more of a long term effort because it is going to move around on us as we mature the vehicle.  The nature of this vehicle is we fly a high dynamic pressure trajectory, which means we go and we go transonic very low in the atmosphere so we have pretty high acoustics in transonic, which leads us to higher vibroacoustic loads.  Now, a lot of launch vehicles typically have a high vibroacoustic loads so ours are somewhat higher than typically seen but it is very much at manageable levels.  Now, we have got to attack this problem at all levels, in our minds, to get the cleanest overall system solution.  The first thing that we have got to focus on and are focusing on is our predictive methods and do we have adequate resolution of the key areas in our wind tunnel testing.  Are we appropriately transferring those acoustic results to the vibroacoustic predictions that the designers have to use to design their environments to and are they adequately bracketing what we are going to see in flight but not bracketing more so, so that we are stressing our designs, are stretching where we are at the design more than we need to.  The thing that we had been doing and have probably exercised as great as we possible can is what can we do from the vehicle’s perspective, how can we file the trajectory differently?  Can we put limits on an angle of attack that will help, those kind of things, from how we fly the vehicle and are there things we can do a protuberance standpoint, smooth out the mould line to get these noise levels down.  Once we had exhausted those, and of course this is iteratative activity, once we had exhausted those we then go into what we can do at the component level.  

Okay, next chart.

A lot of things we can do.  You can move the components, we can isolate, we can do absorption and we can increase the effective mass.  Vibroacoustics is very much mass-driven.  If we can get the effective mass of the component up by either combining them, adding mass, change how you mount them, we can get the overall acoustic levels down. That is what we are working on right now.  We have done all that.  We worked the instrument unit, avionics with and have gotten now the levels well within where we can qualify the components.  The issue now is on the reaction control system and the roll control system.  Right now, the limit is based on the current - the way we are mounting those systems exceed where the heritage qualifications are for those issues.  Now that is a significant concern to the designers and we are working out our design options.  We have a wide design space on how we can fix that problem from anything as far as how we mount the RCS system to redesigning the RCS system in the most extreme level and we are working through those.  

Next.

Okay, let me get to the mass issue, where are we relative to mass.  We have been watching this problem for -- not really a problem, we have actually had the luxury of designing in a robust level of margin from the standpoint of we are using historical mass growth alignment which is allocating that to the elements.  They are well within the historical growth curves for those elements plus we have margin at the project level that we have been managing quite well and we have gotten on the order of 2000 kgs margin above mass growth alignment which the elements have for the ISS mission and there are some 600 or so kilograms less than that for the lunar mission so we think we are in a robust state from the standpoint of payload capability.  

Last chart.

In summary, I think I have gone through the ways where attacking all of these problems and I think we are in relatively good shape and as I wrap up here, we will be turning this over to Steve Davis, the Deputy I-X project manager and there are two key problems that we are going to get critical data for on these issues from I-X, one being thrust oscillation data.  We are getting a great data point the first time we have flown an in-line vehicle.  We will do predictions on that and see if we are actually matching our models and we will get more data on the vibroacoustic environment to see if our correlations are actually working well so a very important test coming up and Steve will lead us right into that.

Stephan Davis – Deputy Manager Ares I-X  – Mission Management Office

Thank you John.  It is a real privilege to speak to the committee.  I just have two charts.  I understand tomorrow you will be at Cocoa Beach and the Mission Manager, I am the deputy Mission Manager, Bob Ess will be down there and I would suggest if you have an opportunity, the hardware is over in the VAB at KSC and we have begun stacking and it is well worth your time, I suggest, if you get a chance to go see it.  

Next chart.

As I said, I have two charts, one is an overview of the flight test and the second is a status.  We are flying a suborbital vehicle.  Its, essentially, we have a four-segment RSRM with a fifth segment spacer so that the first stage has the same characteristics as the Ares I first stage and the upper portion of the vehicle is essentially is a metallic simulator.  We are about 750 or so sensors.  We are going to get 900 measurements back.  That is in addition to all the operational flight instrumentation data that you would get from just flying the vehicle.  There are five primary objectives.  They are listed here in blue.  We are going to demonstrate controllability.  As you can imagine, this rocket is very tall.  It is almost 330 feet tall.  It is 18 feet at its max width and so it has a very high slenderness ratio and so we are interested in understanding the controllability as part of the risk mitigation for Ares I.  We are also interested in separation.  You have heard that come up earlier today at 130,000 feet which is about 2 minutes into flight we will perform our first separation.  It is our primary separation.  There is a second smaller one when the primary chutes come out a little later.  Our third objective is to demonstrate the assembly and the recovery of the first stage.  We are going to demonstrate that we can go and recover it as part of risk mitigation for Ares I.  Number 4, we are going to look at the first stage reentry dynamics after we have separated and as we turn on the tumble motors and eventually trim out and produce the chutes and the fifth thing is to characterize the integrated vehicle roll torque.  Interestingly, the roll control modules we have are essentially decommissioned peacekeeper, large portions are from decommissioned peacekeeper parts including the tankage as well as the thrusters but we have reconfigured them to work with our vehicle.  

Next chart.

I could go through a lot of details on our status but I think the easiest way to look at it is this.  All the main hardware is down at KSC now.  We are occupying two bays in the vehicle assembly building, high bay IV and high bay III.  High bay III is where the mobile launch platform is and where we have already stacked the motor segments which we call stack zero.  There are five sub-stacks that then go on top of it and we made the decision just yesterday, last evening actually, to begin stacking of the upper portion of the vehicle.  So the expectation is that in about two to two and a half weeks or so, the vehicle will be stacked and we will begin the process of integration, of test out and electrical integration.  You have heard that we have adjusted our schedule to October 31st.  Actually, internally we are working to October 17th and the reason why we have adjusted that is had some issues with shuttle conflicts but more than that is we have added additional time to do our testing of the integrated vehicle, all the electrical testing and we have made that six weeks long and double shift so that we have time to work through any issues that may come up and certainly from a first time vehicle we are expecting to see some things.  So with that, I think that is an overview and I think tomorrow when you are down at Cocoa Beach I believe the Mission Manager will spend a little bit more time going through the details of it.  And following me is Steve Creech who is in charge of our Ares V development.

