Alex Priskos – NASA Marshall Space Flight Center, Project Ares – First Stage Manager

Good morning.  I’m Alex Priskos.  I’m the First Stage Manager.  It’s truly a privilege to be here today.  I want to communicate three basic thoughts to you that are simple because I’m pretty simple.  Actually, the three thoughts that I hope to get across to you are a little bit in terms of the tasks that we’ve been asked to go accomplish and undertake.  The way we chose to skin this cat, for the lack of a better way to say it, because there are various ways to go about it.  And then thirdly, where we stand in terms of progress.

So go ahead and hit the next chart while I talk for a second.  Let me talk about skinning the cat briefly though.  I’m a little bit different than some of the other folks have had the privilege of working for NASA for a long time.  I’ve been in the industry doing solid rocket motors and development on solid rocket motors and boosters for 25 years now and doing the development piece continuously in that period.  I’ve spanned from the commercial to the DoD now to the human rated side of this.  In the way we go about it does vary.  There are some fundamentals that are the same but the way you choose to skin the cat does vary somewhat and I want to talk to that here in a minute.  But in terms of the task, it really can be broken down into two simple things that we had to go do.  We have to go take what is the best understood, most reliable large solid that this country has active today which is the RSRM and we have to adapt that to this architecture, this vehicle, its mission.  Therefore, several design changes had allowed us to keep many of the heritage pieces but it did change… it forced several fundamental changes also at the same time.  In adapting it though we had one other task, and it really hits to what Joe was talking and what Steve’s talking about and that other task was to make it better.  What do I mean by make it better?  In this one, the biggest context to make it better is make it safer.  The nice part of making it a safer on this one is we had a wealth of knowledge to work from.  The fact that essentially after every mission on an RSRM that thing gets a full autopsy.  We not only know the strengths, but we know the weaknesses inside and outside of that vehicle.  So in terms of making the mission in adapting this, the first thing we did was we went to five-segment that had more total impulse.  But we didn’t just stop there.  Other than opening the throat up and changing the burn rates so that we could utilize the same case, we also took lessons learned from RSRM and lessons learned from the Titan IV-B SRMU to enhance the grain geometry.  We had different radii we added different features in that grain so that we could mitigate the risks of bore-choking and another things that we have learned over the years.

So there’s a whole lot of knowledge that goes in to making those better and safer.  I will mention a couple of other things that we specifically did as a result of our knowledge on RSRM and that is we made some significant changes that we are trying to achieve relative to the nozzle.  We actually are carrying two designs on the exit cone right now; one would be tested in DM-1 another one will be tested in DM-2.  The purpose of that is to test out some objectives that will eliminate the consequence that we know of ply lifting or delamination that can sometimes occur although it’s not critical, it’s not good.

The other thing that we had done is we’ve made some modifications to the TVC.  This was a recognized issue on shuttle.  As a matter of fact, this TVC system is shared between the booster and the orbiter.  The orbiter made some improvements to the shaft seals on the fuel pump sometime ago.  The booster for various reasons was still on the process of making those when it was decided to bring the program to culmination and so they didn’t go ahead and adopt those changes.  We have adopted those here.  Notionally, what that has resulted in from a reliability sense and you get a look at this thing relatively because these are probabilities, but it’s about a 20% increased improvement of reliability on this booster.  It is what it’s forecasted.  We had a requirement of 1 in 1670 going into this program and we believe we’re a little better than 1 and 2130 right now.

So those are some of the things that we did to actually customized or adapt this to the current mission.  We’ve also added new electronics, new forward structures.  As Bo mentioned earlier, I absolutely believe in some of his lessons learned in terms of robustness.  And one of the places that our team took advantage of that was on the Frustum.  And it is a composite Frustum and you’d say well, why the robustness there?  Well, as it turns out for the same mass properties and in about the same cost, we could increase our buckling margins by 40% and with the new vehicle where you know loads are going to change that turned out to be a critical place in one of the places where we try to anticipate where we may need robustness and we incorporated that.

Next page.

I’d like to talk a little bit about the uniqueness of this team because this team has had an opportunity to fully engage not only in the Ares I main vehicle program but also I-X.  We are delivering on the first stage for the I-X test flight that’s coming up here at the end of October.  The rail cars you see are the deliveries of the motors going down to Kennedy here last summer.  On the left, you’ll see a stage separation test that we enacted for I-X that had applicability.  And one of the things I’d like to talk about is the interactions between the two programs because sometimes that’s underestimated.  There are so many… on that separation test, we learned interactions between the parachutes and the pyro charges that were invaluable and will feed in to the Ares I program.  We have learned a lot going both ways back and forth in terms of thrusts oscillations.  Ares I was ahead at the power curve in terms of thrust oscillations and understanding what it meant to primary structures.  Interestingly enough, Ares I-X is actually learning more lessons about the 2L modes and what it means to secondary structures.  And so there’s so much learning going back and forth.  Thirdly, the little movie that you see right in here is, you know, of the new parachutes that we’re developing.  We are developing those for Ares I but that will be used for their first time on Ares I-X.  They are in the stack, they’re ready to go.  We’ve had a very, very successful development program and testing program on the chutes to date.

Next chart.

A little more in terms of where we are up in the top left hand corner are Avionics boxes for first stage.  We have 6 Avionics boxes.  All of the engineering units, prototypes are developed and are in testing right now.  So we are significantly well on our way to maturing those and having them tested.  I’ll tell you up on the top right is a photograph of one of the solutions that we’ve come up with to deal with the coupled dynamic response of thrust oscillation in this vehicle.  And in 25 years, this is the first time I get a chance to really work this.  We’ve seen the issues and solved it up at payloads on various vehicles, different ways in the past, but this was truly a unique opportunity.  It’s very similar to other development programs as has been mentioned several times, there’s not a real significant development program that you come into that you don’t run into issues.  That’s just a standard part of this business.  This is one of three solutions that we actually engineered, developed, prototyped, and have tested.  This one’s an isolation system shown on the top right; the other two are more thrust dampeners.

Again, development will come with problems.  This team I believe has very quickly responded and shown and that they can formulate fabricating tests or solutions expeditiously.

Lastly, right now what you see on the bottom right hand clip that is running is the assembly of DM-1.  DM-1 is our first five-segment full scale motor test.  You see it being put into the stand.  There is it in the stand.  We’re less than 30 days out from that test.  That motor is ready to go, it’s ready to fire; we're in the final throws of putting instrumentation in it and really excited to get the results.  In the lower left, are some tests that were done on the DM-1 igniter.  One of the reasons we wanted to re-test igniters like the motor, we have updated some of the subsystems in these and in both of these cases, we have removed asbestos from any of the insulation systems to make them safer and more environmentally friendly.  So both the motor that we are testing and the igniter will be asbestos free in this upcoming test.

And then thirdly, on the next chart please.  There is DM-1 in the test stand; we’re ready to go, but furthermore, DM-2 is right behind it.  As a matter of fact, I mentioned we have two different nozzle designs.  That nozzle for DM-2 is already fabricated.  It’s ready to go.  The motor is in.  The cases are insulated and ready to go.  I have held up casting only so that we can get the data from DM-1 to make sure we don’t want to make any alterations before we go on.  But that’s kind of where we are.  DM-1 is in the test stand and DM-2 is chomping at the bit right behind it.

I guess what I’d like to leave you with is the understanding of how far we are in the progress we’ve made because when you think about this kind of major tests for those who have been around it, these are some of the biggest gates that we’ll end up going through.  There’s still a lot of work in front of us but these are some of the higher mountains that we’ll have to climb.

So with that, thank you, and I’d like to turn the time over to upper stage Danny Davis.

Daniel J. Davis – NASA Marshall Space Flight Center, Project Ares – Upper Stage Manager

Thank you, Alex, about those solids.  First of all, just a pleasure to present our upper stage progress and status to the panel today.  Robert showed you an engineering wheel that we’re moving through.  We are an in-house design activity at the Marshall Space Flight Center and we’re supported by many other centers.  The Glenn Research Center, Langley, and KSC and also at AMES we have some work.

We are finalizing our design and manufacturing in operations base launch based on the learning we had at our PDR scrub and we’re heading right toward a plotting our information so that we can take this engineering and implement it.

First slide please.

We have a very solid flow down of requirements, needs, objectives from the Constellation program and our design is responsive to those.  We have a safe design first.  The performance is as it should be for the mission that we’ve been given.  And we feel like our design will be affordable.  Our design team is… we’re actually doing two designs at one time, the design of the flight hardware, the configuration of the hardware, and the manufacturing system that goes with it.  What this allows us to do is avoid any surprises in manufacturing that could be significant cost drivers later on.

Our design is informed by a lot of heritage work that went on before us.  Our structures are large aluminum-lithium aerospace structures with friction stir welding.  We have good experience with these processes.  Now we’ve had to learn some new tricks so that we can for instance use friction stir welding throughout the design as opposed to just linear applications.  We have, of course, a main propulsion system that provides a loading and conditioning of propellants and then we supply those propellants, liquid oxygen, liquid hydrogen to the engine just as the engines prefers them.  They are very picky about their propellants.  We have pressurization system that we’ve optimized to do that with as little risk as possible during the staging event.  We went after those risks early on and we felt like… we feel like we’ve mitigated that risk.  Our thrust vector control system is a hydraulic system driven by a turbo pump that’s energized from gases off the engine.  Very straightforward, very practical system for this application.  The reaction control system has some heritage brought into it.  Our roll control system has 600 pound thrusters on it and that’s a little bit of a challenge.  It’s a large thruster.  But in this case and in all of our subsystems, any place we perceived a risk early on, we implemented advanced development programs and we’ll show you a little bit that we’ve had great success in developing and firing these thrusters for our application.  Now we have a composite interstage.  We’ve had a lot of flexibility there, as Alex mentioned, and the tailoring of the composite materials to our loads application.  Our other settling motors, again, this is an in-house design of a small solid rocket motor, 4000–5000 pounds, 4-second burn time.  We built these in advanced development programs and fired them and learned a lot from it.  And you can see our baseball card there with our masses and all.

Let me go to the next slide please.

This is where we discuss our avionics.  We did in-house development of the avionics system, the architecture, the specifications for the components, and then the coding of the software.  This has been a good challenge for us and I think we’ve made great progress there.  We’re responsible for guidance, nav and control, command and data handling, pre-flight check out.  We also do power, power distribution, instrumentation, all of the usual suspects in an avionic system.  Our systems, our boxes and cabling, are naturally distributed throughout the stage.  We understand where all of these boxes go, what their functions are, and what environments they have to be able to survive.

Next slide please.

As I mentioned, the NASA design team has been working very closely with the production team.  So that we understand what the design needs to do to support production and the operation.  The Boeing team has been on board with us from about six months before our PDR and we have really enjoyed the collaboration there of merging production systems into the design flow.  We have had hundreds of Kaizen events to lean out the manufacturing system and that often pushes requirements back into the design world.

We’re very fortunate early on.  We said we need manufacturing demonstrations.  We were able to implement a very robust manufacturing development center here at the Marshall Space Flight Center where we’ve worked on our robotic welding of friction stir welding of unusual shapes.  In our case, we have elliptical domes that have to be welded together.  This hasn’t been done before so we needed to go work that out.  We had complex geometries in our common bulkhead.  We have to go work that out.  To date, we have great success in this.  And we’ve learned a lot.  We anticipate that when we set up our production line at the MAF, the Michoud Assembly Facility, in New Orleans that we will have the right tooling, we’ll understand that tooling.  As importantly, we’ll have the right fixturing, the right processes, and the right skilled labor to walk into that job and be successful.  One thing that the lab here at Marshall really provides us is if we’re in production, on the production line, and we have issues, we got a laboratory to go work those out and that’s very much important to us.  You can see our friction stir welding, our large tooling, and the human intellect that’s watching these developments.  They’re learning the hard way on some these lessons.  And it’s our NASA design team and our Boeing team, shoulder to shoulder, developing these systems.

Next slide please.

So we are invading MAF.  We’ve… the shuttle program has been able to clear a large section of the very large facility down there for us so that we can begin to put our tooling in.  We’re very mature with our large welding tools, some of our vertical tools, and we’re ready to start installing those.

One thing I’d like to mention also is the complex aerospace structures don’t come easy.  We have 18-foot diameter single forged Y-rings and T-rings that we’ve had developed.  These had been delivered to us.  We’ve investigated the processes required to make them.  The properties you get out of that.  Also, our lump form orthogrid panels.  These components have been delivered to us and we’ve had a good look at how those… the processes needed to make them.  What we get out of that process and then how we assemble those.  We have 18-foot diameter single piece spun formed domes that we’re going to use in our common bulkhead.  I’m very excited.  It’s a beautiful piece of hardware.  I think some of you guys got to see it when you’re down.  I’m just excited to have that.

Next slide please.

I mentioned that our design was informed by development testing in the places where we perceived risk early on.  We were lucky enough to get development components in place to go work.  Ullage settling motors we’ve had a successful firing.  We’re coming up on putting a more flight weight motor in a test stand so that we can validate all of the things we’ve learned of the first firing.  Reaction control and roll control thrusters had been tested with our partners out in Sacramento.  The RCS team has also built a fluid mock-up so that we could look at water hammer effects, our propellants, and things like that.  The thrust vector control team at the Glenn Research Center, we’ve done single-axis testing and now we have our facilities almost complete so we could start our 2-axis testing up there.

I think that’s my last slide.  Next slide.

With that, I would like to introduce a gentleman very important to the upper stage is the upper stage engine manager, Mike Kynard.

Mike Kynard – NASA Marshall Space Flight Center, Project Ares – Upper Stage Engine Manager

Thank you.  I’m the engine guy and from the engine guy’s perspective, I’d always like to say thanks to Danny for that important review of the flight support equipment for the engine.  So go to the next chart please.

I want to talk a little bit today about the progress we’re making on the development of the J-2X engine.  My team is very proud of the progress we’ve made thus far and glad and pleased for the opportunity to come and share it with you today.

We were given the task to build an engine that would meet the requirements of both the Ares I and V vehicles.  It has a couple of different missions.  On Ares I it is the second stage engine, the upper stage engine.  That will get us nearly to orbit and then the Orion will do circulization from there.  Then for Ares V we actually go to burn twice.  We’ll help the EDS do this, perform the same mission to get to lower earth orbit and then we will do the TLI burn to do translunar injection and progress towards the moon.

We were asked to start with J-2X, excuse me, the J2 from the Apollo era and that was based on the fact that J2 have performed a very similar mission to this and so we knew that we’re starting from a good point from a piece that worked.  We needed to make some changes where necessary to be able to meet the Ares I and Ares V performance and vehicle requirements.  And so we did that.  We were asked to rely on heritage a lot and a lot of folks think that just means J-2 heritage, but really the workforce we have was fresh off of developing the RS-68.  We have a lot of history from the SSME program and from other rockets that Pratt and Whitney Rocketdyne has been developing over the last 30 years since the J-2.  And so we try to take heritage where it made sense from several pieces.  Gentlemen at Pratt and Whitney Rocketdyne like to say from a TRL level a poker term,” it takes nines to enter”.  And so we’d like to make sure that we have good understanding because we want to limit the amount of technology that we need to put into this so we could robustly get to an engine design that we could be ready to offer the vehicle for safe flight.

One of the things we were able to do is make some changes to the turbomachinery that was based on J-2S design.  We have been able to use the J-2S pumps and I’ll talk a little later about those to make some changes to help meet their performance and put some robustness into the system.  Instead of using the original J-2 gas generator, we actually instead of scaling it up, we decided to scale the RS-68 one down.  That was because the people in the Pratt and Whitney Rocketdyne are very familiar with that design.  For an engine control, we’re going very simply.  We’re going to go with an RS-68 based design and software architecture and make some changes for this to control this engine.  We’re going to use the… for the regen nozzle part, we’re going to use the tube wall nozzle and as folks that are maybe familiar with SSME is concerned, they know that some tube wall nozzles can be complicated.  We did choose not to use a more complicated design.  We want to use more simple design based on RS-27.  We took some other things from the J-2 which were the flexible inlet ducts, scissors ducts, that allows us to have a nice tight package for the upper stage.  It allows a neater solution for gimbaling.  With the HIP-bonded main combustion chamber which is a direct pull from the RS-68 program which makes much simpler manufacturing and much more robust manufacturing versus the structural plating done from the Space Shuttle main engine, main combustion chamber.

And then the thing that gives us a lot of the performance we need is the big large nozzle extension and that we’re going to make out of Haynes 230.  We’re going to spin-form it, chemically mill it down to the right size and it will allow us to expand the gases and get a bit more performance.  To our performance were roughly at 300,000-pound engine, 294,000 pounds of thrust at primary mode, we do have a secondary mode.  We are able to throttle to a secondary position and that will be used during the translunar injection burn.  ISP is very aggressive with 448 seconds but that is accomplished and we think we got a good way to get there by making injector changes that will increase the combustion efficiency and also the large nozzle extensions that allows us to gain performance through further expansion of the gases.

Go to the next chart please.

We’re making a lot of progress.  We are past our critical design review on almost all pieces.  We have a little bit left to go on the avionics.  The avionics naturally lags to make sure it lines up with the vehicle very well.  As you can see, we have actually a lot of pieces that are getting put together for the first engine.  We have got a good design.  Those designs have gone out to the vendors.  The vendors have begun to make the pieces as you can see here.  You can see the turbine exhaust gas manifold forgings down the lower right hand corner.  The main combustion chamber spun liner we're getting ready to slot that in just a few weeks.  The turbomachinery for the first engines, the castings are here.  We are beginning to make the discs and shafts for those.  And so we’re making a lot of progress towards getting into our first engine firing.

Go to the next chart, please.

That design we have a lot of confidence in was informed by some early testing that we were allowed to do.  I mentioned before that we were able to take some of the turbomachinery and make a powerpack and be able to put it on a test stand down at Stennis and actually ran some tests with heritage J-2 hardware at Ares l performance conditions.  We could see what changes we needed to make to accomplish our mission versus the original J-2.

Down the lower right hand corner, we’re also doing some subscale testing for the operation of the large altitude facility that we’re building now, two test facility that building down at Stennis A-3 and that facility is going to allow us to have long duration, burn capability for altitudes greater… stimulating altitudes greater than 100,000 feet.  And so we want to make sure that the facility and engine come together at the same time that we understand how to operate that facility.  So we built subscale diffusers.  We are running lots of tests there and we're going to make sure that we can robustly run that facility to support the test campaign.

Next chart, please.

Here’s some more of things we’re doing.  We built an auto-version of our gas generator.  We brought that out here to Marshall to the East test area.  We tested it.  We found some issues.  We have made some design changes and now we are back into testing again.  In fact, we are testing this week on the workhorse gas generator.  We think we have a good solution to some combustion issues that we had and the testing this week should prove that out.  Once we understand that we’ll go into making our production combustion, our combustion gas generators… our gas generators for the production engines.

In the lower left hand corner, you can see good progress being made on the altitude test stand A-3.  I was just there yesterday.  It is an impressive size.  They’ve got the barge docks in.  The next thing to do is to start populating that big metal structure with the components for engine testing.

In the lower right hand corner, you can see that we’re actively engaging our vendors and our prime contractor in the development of the control systems of the valves and the actuators.

Next chart?

That’s all for me.  I’ll turn it back over to Steve Cook.

Steve Cook – NASA Marshall Space Flight Center, Project Ares – Project Manager

So Mr. Chairman, that wraps up the first hour of session.  What I’d like to do is open it open for any Q&A that you may have on this section.  This afternoon, after lunch, we will be talking about our risks and our risk mitigation posture and what we have been doing there as well as our flight test program and then we’ll give you flavor for where we are on the Ares V concept.  So, questions please.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
So thank you.  That was a terrific set of briefings.  I’m not sure really that many of us have heard all or parts of those, so I do not how many questions we have.  We probably have some though.  Leroy, you have one?

Leroy Chiao, Ph.D.

Yes, I would like to ask a question on the risk assessment, I think Joe?  Joe Fragola?

Joe Fragola – Valador Inc. – Vice President

Yes.

Leroy Chiao, Ph.D.

Could you put up that chart you said was your favorite chart and I'm still struggling a little bit to understand it.

Joe Fragola – Valador Inc. – Vice President

Okay.  It is chart 3 including the title.

Leroy Chiao, Ph.D.

So while they are finding it, first of all, I just want to ask a general question, where did you get all your numbers?

Joe Fragola – Valador Inc. – Vice President

Oh, okay.  Those of… one more…. one.. two… next one.  This is the chart you are referring to.

Leroy Chiao, Ph.D.

Correct.

Joe Fragola – Valador Inc. – Vice President

Okay.  Each one of the abort effectiveness numbers were calculated just simply by determining what abort effectiveness you would have to have in order to convert the failure per launch frequency to a safety number and then I drew the isolines across to indicate that.  The numbers for the various launch vehicles came from a combination of Isakowitz and updates of Isakowitz that we have also from the 45th space wing analysis.  We have comprehensive data sets on each of these launch vehicles which I’d be pleased to share with you if you’d like.

Leroy Chiao, Ph.D.

Okay.  I was just looking specifically at the Soyuz number, 0.98.  That seems… I mean I think I’ve seen Soyuz’s numbers much higher than that.

Joe Fragola – Valador Inc. – Vice President

Well, it depends upon if you are talking about the recent Soyuz experience or across the spectrum of Soyuz launches.  One of the things that someone mentioned here is maturity has a lot to do with your estimate.  So if you are talking about Soyuz from now into the future, it is closer to 0.99.  Right?  But it is about the same as the Shuttle’s as a matter of fact in forecasted risks going forward.

Leroy Chiao, Ph.D.

Okay.  Well, nonetheless, I guess if I come down your Soyuz line and I assume a 95% effective abort system, I get to exactly the target line, right?

Joe Fragola – Valador Inc. – Vice President

Exactly right.

Leroy Chiao, Ph.D.

One thousand.

Joe Fragola – Valador Inc. – Vice President

But 95% effectiveness is a very difficult thing to achieve and because we’re talking about integrated abort effectiveness and that is how effective your abort system is across the spectrum of abort scenarios at the various stages of the launch trajectory.  And one other thing, advances, I think we’ve done it in the Ares I development is to make use of super computer capabilities to quickly calculate at various points in the abort… in the launch trajectory, what the impact of different types of scenarios would have.  So, for example, lower in the trajectory, blast propagation is important because you have atmospheric effects.  Later on when you lose those atmospheric effects for the same scenario, fragmentation takes over.  The combined impact of all of those, for example in the Ares I, is about an 85% to 86% integrated abort effectiveness.  95% is very, very, very difficult to get.

Leroy Chiao, Ph.D.

Okay.  But I mean in other briefings, we’ve been told that Ares I escape system is being designed to 0.95.

Joe Fragola – Valador Inc. – Vice President

Okay.  Escape is different than abort effectiveness.  Escape is related to the probability if you push the button that the launch system works.  But what this talks about is does it survive and remove you from the insult environment.  It is not only the probability that the launch aborts… that’s what I was trying to say.  When you try to convert in a expendable launch vehicle to a crew-launched vehicle, it is not just whether or not the launch abort system works and yet you have to do that, you have to design it to a higher reliability, make sure it works when you press the button, but you also have to make sure when it works, will it allow you to survive the insult caused by the abort environment.  One of the significant advantages and one of the reasons why we are confident in the Ares I is that for a significant portion of the most probable aborts scenarios on Ares l that is case breach or burn through to soft goods which represent historically over 80% of the solid rocket booster insults, those conditions are very benign from abort perspective and that’s… it’s a combination of the benign abort conditions imposed on the vehicle by the predominant failure modes with the already high reliability, demonstrated high reliability of the solid rocket booster.  The combination of those two things, which makes us confident in Ares I.

Leroy Chiao, Ph.D.

Okay.  So those ISO numbers are not just the abort hardware.  It is that whole integrated system.

Joe Fragola – Valador Inc. – Vice President

That’s correct.  That’s right.

Leroy Chiao, Ph.D.

In that case, where would Ares fall on this charts?

Joe Fragola – Valador Inc. – Vice President

As I recall, it is about 0.85 to 0.86.

Leroy Chiao, Ph.D.

Okay, do you have a pointer, can you kind of show us where that might be?

Joe Fragola – Valador Inc. – Vice President

It’s about… this is 0.8, so 0.85 is approximately around in here.  If you talk about a 1 in 200 or 1 in 400 launch vehicle, you are talking about the Ares being up in this area and that is rather significant.  If you start looking at the probability that you’ll get better than 1 in 1000, no vehicle comes close to Ares l.  And, of course, models have uncertainties associated with it.  That’s why I showed these significantly large bands of uncertainty.  But the fact of the matter is it’s the combined confidence of high reliability demonstrated on the SRBs for the Shuttle with the understanding of the significant scenarios that create the abort environments that gives you that feeling of confidence on the Ares l.

Leroy Chiao, Ph.D.

Okay.  And help me a little bit because we’ve been seeing numbers of Ares being 1 in 2000, but you are saying it might be even be a little less than 1 in 1000.

Joe Fragola – Valador Inc. – Vice President

Our calculations are better than 1 in a 1000, better than 1 in a thousand.

Leroy Chiao, Ph.D.

Okay then.  Maybe I’m confused about what this 1 in 2000 or 2153 number…

Joe Fragola – Valador Inc. – Vice President

Well, there are different… this was an independent assessment.  There were different models.  There were different teams.  The teams have not gotten together to resolve the uncertainties but it’s important to understand that independent of what the absolute of that number is, the thing to remember is the relative safety level of Ares l is significantly better, to talk about both, significantly better than all the alternatives and significantly better than the current shuttle.  Even though the shuttle has demonstrated with a very high level of reliability, it is a question of reliability and abort effectiveness that makes the combination.

Leroy Chiao, Ph.D.

Okay.  Thank you.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
If I might, I have got a question on the same topic.  Has anyone else has the same topic?  
You do?  Go ahead, Jeff.

Jeffrey Greason – Co-Founder of XCOR Aerospace

There is something that I think that we have come to understand as we’ve heard a lot of fact finding briefings but what I want to get on the record because people who are listening to these briefings may have not been through all of that process which is, you really have to be careful about comparing the probabilistic risk assessment of an as yet unflown vehicle to the demonstrated reliability of flown vehicles.  The probabilistic risk assessments look at hardware driven random failures and then you have a very sophisticated methodology in which you do your very best to look at what that effect is on the system failure but in wild terms historically, about 10% of the failures of launched vehicles are driven by those kinds of random effects.  So, not only do PRAs grossly overstate the reliability of an as yet unflown system, a fact everybody is aware of, but it also means that you have to be really careful driving your program design with factors of 50% or factors of 2 on probabilistic risk assessments because at the end of the day, you don’t really know what factor with a real reliability launcher is within a factor of 10.  So there is nothing wrong with using PRA to guide your decisions but you got to use the numbers with great caution.

Joe Fragola – Valador Inc. – Vice President

I think that is a very important point.  And it’s one of the strengths of the Ares l because the demonstrated reliability of the SRB is solid in more ways than one.  And all the other vehicles also a require second stage.  So the second stage to a degree is not a discriminator on safety because all the vehicles require a new second stage.  The first stage of all the vehicle alternatives with the exception of the Shuttle C, the demonstrated reliability and the demonstrated risk is much, much better for the Ares l.  From that perspective, the Ares l is far superior from all the other alternatives.  If you look at the Delta IV Heavy for example, we have only had nine Delta IV launches and only I guess two Heavy launches and in the first launch, there was a discrepancy.  Okay?  So from precisely the perspective you are speaking, that is one of the strengths of the Ares l.

Jeffrey Greason – Co-Founder of XCOR Aerospace

But, let me add that your history will… you’re taking a big risk by assuming in that statement that future new launch vehicles, however, derived will not also experience early anomalies because that is the history of…

Joe Fragola – Valador Inc. – Vice President

Absolutely.  If you look… it will take me a long time go through the whole thing, but yes, absolutely.  Where you to look into the history of a launch vehicle it is very important how many test flights you have.  The growth history of any launch vehicle is significant as any other developmental system and that has to be taken into account.  When we looked at these numbers here, these are numbers that in my comparative chart, when number is taken at the mature level of all the launch vehicles, at the first lunar flight, we call it.  So in other words, we anticipated successes on the Delta IV Heavy until 2015 and still the Ares l forecast is two times better.  And it is precisely because of the failure modes interacting with the abort effectiveness.  Yes, sir.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
If I may, I would like to weigh on this too.  Jeff said much of what I wanted to say but my own experience has been with calculated reliability has been not very happy.  The one thing I have learned is that calculated numbers are always higher than the real world numbers, almost invariably.  Over the years, I have kind of drawn the conclusion that the expendables are somewhere like 96% moving to 97%.  Shuttle is like 98% moving to 99%.  The Apollo, excuse me… the Astronaut Office said I think, they wanted three 9s at 95% confidence and even if we use the calculated numbers that you’ve got, we don’t get to that level by a considerable factor and it’s likely the real numbers are going to be well under the calculated numbers and having said that, Joe, I would take one small issue, semantic I suppose, the way you said that one of the things I’ve learned is that there is no such thing as a random failure, that there is a reason for every failure.

Joe Fragola – Valador Inc. – Vice President

I think that is one of the reasons why we wanted to do a comparative assessment rather than an absolute assessment for the very reason that you mentioned.  And why we try to focus on the historical demonstrated statistics rather than on forecasted bottom up numbers.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
Les, you have a question.

General (ret) Lester L. Lyles – National Academies Committee on the Rationale and Goals of the U.S. Civil Space Program – Chair

Yes, a question to Alex.  But before I do that, Steve, I would like to complement you and thank you for answering my acquisition management questions.  My questions were not critical ones but they are also shaped by DoD lessons learned as you noted on your chart that we have began a spectrum from LSI, lead system integrator, to the government being the total integrator if you will and have had problems on both sides and it was the latter that we heard some comments if you will from some of the contractors, but they also said that the communication now is much , much improved and they recognized that it was sort of their early lesson learned of going through the different changes in roles.  So, compliments to you in the way you and your team are doing this.  I am very, very impressed at the way you have tried to approach it.

Steve Cook – NASA Marshall Space Flight Center, Project Ares – Project Manager

Thank you, sir.

General (ret) Lester L. Lyles – National Academies Committee on the Rationale and Goals of the U.S. Civil Space Program – Chair

My question, Alex, deals with the thrust oscillation mitigation approaches.  You’ve mentioned two, the one, the isolation versus thrust dampeners and I do not know if you've settled on any one of the two different schemes.  More importantly, are there design impacts or performance impacts on either that would weigh into your decision?

Alex Priskos – NASA Marshall Space Flight Center, Project Ares – First Stage Manager

First of all, General, let me say the solution needs to be a system solution and it is being looked at by level 2 and they are making the decisions and I will tell what the current baseline here is in a second.  But, when we identified this issue from a first stage perspective, we went and looked at the two physical ways to mitigate this and one was to isolate it and two was to absorb the energy somewhere else.  And so we actually designed other than what you saw which was an isolation system, we designed and have tested two dampening systems which people simplistically called them a mass on a spring kind of thing.  One is active, it actually cancels, like your… Bose headphones that cancel out noise in an airplane and the other one is passive.  Both of those were actually sitting on the shelf because as we do the system analysis and looking at different ways to do this at the system level, we were looking for the simplest way to get the effective solution.  And that simplest way right now, the program has determined are two isolation systems, one between the first stage and the upper stage and one between the upper stage and Orion.  Steve, do you want to add anymore?

Steve Cook – NASA Marshall Space Flight Center, Project Ares – Project Manager

And so what were are doing there, General, is we’re carrying and John will talk about this a little bit this afternoon, we’re carrying some risk mitigation on that.  One because while the solutions that we’ve been carrying along is coming up the technology readiness level curve very, very fast.  That’s what we call the LOX Damper.  And the elegance of that is it uses something that is in-situ to solve the problems.  It uses the mass of the LOX captured by 30% of the mass, put it to work.  It just pounds this problem flat.  And gives you a very wide range where frequencies can move and things could change, so it increases our robustness.  So we’ve been hustling it along such that later in the summer or early fall, we will take a review point and say, is our…., do we want to stay on this baseline that we are off mitigating to or is there more benefit to going to a dampening system like the LOX Damper.  Things like the active mitigation, we’ve really kind of put on the shelf as a very, very remote backup, but we’ve got if we need it as the noise cancelling headphones approach that Alex talked about.  That answered your question?

General (ret) Lester L. Lyles – National Academies Committee on the Rationale and Goals of the U.S. Civil Space Program – Chair

Yes, I think the LOX Damper is a unique system you showed us during our last visit here.

Steve Cook – NASA Marshall Space Flight Center, Project Ares – Project Manager

Correct.  Exactly.

General (ret) Lester L. Lyles – National Academies Committee on the Rationale and Goals of the U.S. Civil Space Program – Chair

It’s really impressive.  Thank you.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
I think we have time for one more question.  Bo, you have that.

Bohdan Bejmuk – NASA Constellation Program Standing Review Board – Chair

My question is to Joe, Joe Fragola.  Joe, you and I we're from a system build by the Soviets or Russians later.  I was at a sense that they were less relying on full tolerance and more on good design, good engineering, and then test the heck out of it.  And the question specifically has to do with the number of parachutes.  We have three parachutes where two out of the three are sufficiently to get you safely to ground on Orion.  Soviets use single parachute with a single backup.  Have you have done an analysis that shows which part of the world is right?

Joe Fragola – Valador Inc. – Vice President

You know, that is a very interesting question.  We have an extensive work, not for this study, by the way, extensive work on that alternative and it’s not clear.  It depends a lot on the mass of the vehicle, alright, because there is a limit to the size of a single chute mass.  At least in terms of it, as I understand, at least in terms of reliable deployment of the chute.  Soyuz is a lot lighter than the Ares l and so I believe and it has been some time and I have to look it up, I believe that one of the problems was that we could not get a single chute that was big enough to handle the load reliably with enough margin and therefore, we had to have at least two, two chutes which gives you the three chutes system unless you’re going to launch two chute systems and then you have the problems of potential entanglement and things like that and I think that the trade came out that three-chute system was best for the mass that we had.

Bohdan Bejmuk – NASA Constellation Program Standing Review Board – Chair

So am I hearing you to say that if you could build a big enough chute, single with a single backup, would be more reliable?

Joe Fragola – Valador Inc. – Vice President

I’m saying that it is a significant trade and the trade is not clear.  It depends upon how… it depends upon, first of all, for example, the common cause failure effects and the interactive effects.  It is not a simple calculation.  It depends upon what you assume on that.  There is not a lot of information related to common cause of failures of single chutes versus multiple failures of double chute.  So I think the trade has been done from the perspective of the existing systems and in that case the three-chute system came out the best.  But if there were bigger chutes that were demonstrated that might change the equation.

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
On behalf of my colleagues, I thank each of you for your presentation.  We look forward to the rest of the discussion this afternoon.  I picked up one open item which was, Jeff, you indicated that there were differences in your view with those of Aerospace in some areas of scheduling cost and could we ask that you get together with Aerospace.  Not with the idea that you will come to an agreement necessarily although that would be nice but you could give us the understanding of where it is you disagree, what drives the disagreement.  If you wouldn’t mind doing that, we’d appreciate.  Got it.  Yes.

Jeffrey Greason – Co-Founder of XCOR Aerospace

Just very briefly, another action item is that there’s got to be a huge amount of backup data behind these charts and in my copious spare time, I would like to read some of it, I wonder if we could get that as data dump?

Norman Augustine (Chairman), former CEO of Lockheed Martin, former Chairman of the Advisory Committee on the Future of the United States Space Program
We have received a number of comments from members of the Congress that we could ask to share among our committee and with the group here today.  Needless to say, our time has been very short so we have had to somewhat limit this.  I have talked to quite a number of the members in Washington and the members also are voting… I think they're either tied up in probably health care…

